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Course Description

AIX 6 Administration Il: Problem Determination

Duration: 5 days

Purpose

Audience

Prerequisites

Objectives

Build on your basic AlX system administrator skills and learn
advanced topics to become a highly effective AlX system
administrator. Develop and build advanced AIX system administrator
skills, such as system problem determination, and learn to carry out
the appropriate steps to fix problems. While the course has been
updated to an AIX 6.1 level, most of the materials are applicable to
prior releases of AlX.

This is an advanced course for AIX system administrators, system
support, and contract support individuals with at least six months of
experience in AlX.

You should complete:
AlX System Administration I: Implementation (AU140) or (Q1314)

or understand basic AlX system administration skills, including System
Management Interface Tool (SMIT), using AlIX documentation, device
management, LVM, file systems, backup and recovery, and user
administration.

On completion of this course, students should be able to:

« Perform system problem determination procedures including
running diagnostics, analyzing error logs, and carrying out dumps
on the system

« Learn and practice recovery procedures for various types of boot
and disk failures

« Examine disk management theory, a component of the Logical
Volume Manager (LVM) and Object Data Manager (ODM)
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« Analyze basic performance to identify system bottlenecks and
suggest corrective action
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Contents

« Problem determination introduction

+ The ODM

« System initialization

« Disk management theory

« Disk management procedures

- Saving and restoring volume groups

 Error log and syslogd

 Diagnostics

« The AIX system dump facility

« Performance and workload management

 Security (auditing, authentication and ACLs, and TCB)
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Agenda

Day 1

Welcome
Unit 1
Problem Determination Introduction, Topic 1
Problem Determination Introduction, Topic 2
Exercise 1 - Problem Determination Introduction
Unit 2
The ODM, Topic 1
The ODM, Topic 2
Exercise 2 - The Object Data Manager (ODM)
Unit 3
System Initialization Part |, Topic 1
System Initialization Part |, Topic 2
Exercise 3 - System Initialization Part 1

Day 2

Unit 4
System Initialization Part I, Topic 1
System Initialization Part I, Topic 2
Exercise 4 - System Initialization Part 2
Unit 5
Disk Management Theory, Topic 1
Exercise 5 - Fixing LVM-Related ODM Problems Part 1
Disk Management Theory, Topic 2
Exercise 5 - Fixing LVM-Related ODM Problems Part 2
Disk Management Theory, Topic 3
Exercise 6 - Mirroring rootvg

Day 3

Unit 6

Disk Management Procedures, Topic 1

Disk Management Procedures, Topic 2

Exercise 7 - Exporting and Importing Volume Groups
Unit 7

Saving and Restoring Volume Groups, Topic 1

Saving and Restoring Volume Groups, Topic 2

Saving and Restoring Volume Groups, Topic 3

Saving and Restoring Volume Groups, Topic 4

Exercise 8 - Saving and Restoring a User Volume Group
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Unit 8
Error Log and syslogd, Topic 1
Exercise 9 - Working with syslogd and errnotify Part 1
Error Log and syslogd, Topic 2
Exercise 9 - Working with syslogd and errnotify Part 2

Day 4

Unit 9
Diagnostics
Exercise 10 - Diagnostics

Unit 10
The AIX System Dump Facility
Exercise 11 - System Dump

Unit 11
Performance and Workload Management, Topic 1
Exercise 12 - Basic Performance Commands
Performance and Workload Management, Topic 2
Exercise 13 - Performance Diagnostic Tool

Day 5

Unit 12
Authentication
Exercise 14 - Authentication and Access Control Lists
Trusted Computing Base
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Text highlighting

The following text highlighting conventions are used throughout this book:

Bold

Italics

Monospace

Monospace bold

Identifies file names, file paths, directories, user names,
principals, menu paths, and menu selections. Also identifies
graphical objects such as buttons, labels, and icons that the
user selects.

Identifies links to Web sites, publication titles, is used where the
word or phrase is meant to stand out from the surrounding text,
and identifies parameters whose actual names or values are to
be supplied by the user.

Identifies attributes, variables, file listings, SMIT menus, code
examples, and command output that you would see displayed
on a terminal, and messages from the system.

Identifies commands, subroutines, daemons, and text the user
would type.
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Unit 1. Problem Determination Introduction

What This Unit Is About

This unit introduces the problem determination and resolution process.
It also provides an overview of current offerings in the System p: p5
and p6 family.

What You Should Be Able to Do

After completing this unit you should be able to:

« Discuss the role of problem determination in system administration

 Describe the four primary steps in the “start-to-finish” method of
problem resolution

« Explain how to find documentation and other key resources
needed for problem resolution

« Use the Service Update Management Assistant (SUMA)

 Discuss key features and capabilities of current systems in the
System p family (p5 and p6)

How You Will Check Your Progress

Accountability:

« Checkpoint questions
 Lab Exercise

References
SG24-5496 Problem Solving and Troubleshooting in AIX 5L
(Redbook)
SG24-5766 AIX 5L Differences Guide Version 5.3 Edition
(Redbook)
SG24-7559 IBM AIX Version 6.1 Differences Guide (Redbook)
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Unit Objectives

After completing this unit, you should be able to:

e Discuss the role of problem determination in system
administration

e Describe the four primary steps in the “start-to-finish”
method of problem resolution

e Explain how to find documentation and other key resources
needed for problem resolution

e Use the Service Update Management Assistant (SUMA)

e Discuss key features and capabilities of current systems in
the System p family (p5 and p6)

© Copyright IBM Corporation 2007

Figure 1-1. Unit Objectives AU1614.0
Notes:
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1.1. Problem Determination Introduction
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Role of Problem Determination

Providing methods for describing a
problem and collecting the necessary
information about the problem in
order to take the best corrective
course of action.

© Copyright IBM Corporation 2007

Figure 1-2. Role of Problem Determination AU1614.0

Notes:

Focus of this course

This course introduces problem determination and troubleshooting on IBM @server
pS, p6, and pSeries platforms running AIX 6.1.

Problem identification and corrective action

A problem can manifest itself in many ways, and very often the root cause might not be
immediately obvious to system administrators and other support personnel. Once the
problem and its cause are identified, the administrator should be able to identify the
appropriate course of action to take.

The units in this course will describe some common problems that can occur with AIX
systems and will offer approaches to be taken to resolve them.
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Before Problems Occur

e Effective problem determination starts with a good
understanding of the system and its components.

e The more information you have about the normal operation
of a system, the better.
— System configuration
— Operating system level
— Applications installed
— Baseline performance
— Installation, configuration, and service manuals

System
Documentation

© Copyright IBM Corporation 2007

Figure 1-3. Before Problems Occur AU1614.0

Notes:

Obtaining and documenting information about your system
It is a good idea, whenever you approach a new system, to learn as much as you can
about that system.

It is also critical to document both logical and physical device information so that it is
available when troubleshooting is necessary.

Information that should be documented

Examples of important items that should be determined and recorded include the
following:

- Machine architecture (model, CPU type)
- Physical volumes (type and size of disks)
- Volume groups (names, JBOD (just a bunch of disks) or RAID)

© Copyright IBM Corp. 1997, 2007 Unit 1. Problem Determination Introduction 1-5
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- Logical volumes (mirrored or not, which VG, type)
- Filesystems (which VG, what applications)

- Memory (size) and paging spaces (how many, location)
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Before Problems Occur: A Few Good Commands

e Ispv Lists physical volumes, PVID, VG membership
e Iscfg Provides information regarding system
components
e prtconf Displays system configuration information
e Isvg Lists the volume groups
o Isps Displays information about paging spaces
o Isfs Gives file system information
e Isdev Provides device information
e getconf Displays values of system configuration
variables
e bootinfo Displays system configuration information
(unsupported)
e shap Collects system data
Figure 1-4. Before Problems Occur: A Few Good Commands AU1614.0
Notes:

A list of useful commands

The list of commands on the visual provides a starting point for use in gathering key
information about your system.

There are also many other commands that can help you in gathering important system
information.

Sources of additional information

Be sure to check the man pages or the AlIX Version 6.1 Commands Reference for
correct syntax and option flags to be used with these commands to provide more
specific information. (There is no man page or entry in the AIX Version 6.1 Commands
Reference for the bootinfo command.)

© Copyright IBM Corp. 1997, 2007 Unit 1. Problem Determination Introduction 1-7
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Steps in Problem Resolution

1. Identify the
problem

2. Talk to users to
define the
problem

3. Collect
system data

4. Resolve the
problem

© Copyright IBM Corporation 2007

Figure 1-5. Steps in Problem Resolution AU1614.0

Notes:

The start-to-finish method

The start-to-finish method for resolving problems consists primarily of the following four
major components:

Identify the problem

Talk to users (to define the problem)

Collect system data

Resolve (fix) the problem

Additional detail

Additional detail regarding each of the steps listed will be provided in the material that
follows.
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Identify the Problem

A clear statement of the problem:
e Gives clues as to the cause of the problem

e Aids in the choice of troubleshooting methods to apply

© Copyright IBM Corporation 2007

Figure 1-6. Identify the Problem AU1614.0

Notes:

Step 1: Identify the problem

The first step in problem resolution is to find out what the problem is. It is important to
understand exactly what the users of the system perceive the problem to be.

Importance of this step

As mentioned on the visual, a clear description of the problem typically gives clues as to
the cause of the problem and aids in the choice of troubleshooting methods to apply.

© Copyright IBM Corp. 1997, 2007 Unit 1. Problem Determination Introduction 1-9
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Define the Problem (1 of 2)

Understand what the users* of the
system perceive the problem to be.

* users = data entry staff, programmers, system administrators,
technical support personnel, management, application developers,
operations staff, network users, and so forth

© Copyright IBM Corporation 2007

Figure 1-7. Define the Problem (1 of 2) AU1614.0

Notes:

Gathering additional detail

A problem might be identified by just about anyone who has use of or a need to interact
with the system. If a problem is reported to you, it may be necessary to get details from
the reporting user and then query others on the system in order to obtain additional
details or to develop a clear picture of what happened.
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Define the Problem (2 of 2)

e Ask questions:
— What is the problem?
— What is the system doing (or NOT doing)?
— How did you first notice the problem?
— When did it happen?

— Have any changes been made recently?

— "Keep them talking until the picture is clear!"

o
4’{4,\

© Copyright IBM Corporation 2007

Figure 1-8. Define the Problem (2 of 2) AU1614.0

Notes:

Suggested questions

Some suggested questions to ask when you are trying to define a problem are listed on
the visual.

Importance of persistence

Ask as many questions as you need to in order to get the entire history of the problem.
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Collect System Data

e How is the machine configured?
e \What errors are being produced?
e What is the state of the OS?

e |s there a system dump?

e What log files exist?

© Copyright IBM Corporation 2007

Figure 1-9. Collect System Data AU1614.0

Notes:

Information collected during problem definition process
Some information about the system will have already been collected from the users
during the process of defining the problem.

System configuration information
By using various commands, such as lsdev, 1spv, 1svg, 1slpp, lsattr, and others,
you can gather further information about the system configuration.

Gathering other information

As noted on the visual, you should also gather other relevant information by making use
of available error reporting facilities, determining the state of the operating system,
checking for the existence of a system dump, and inspecting the various available log
files.
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SMIT and Web-based System Manager logs

If SMIT and the Web-based System Manager have been used, there will be additional
logs that could provide further information. These log files are normally contained in the
home directory of the root user and are named (by default) /smit.log for SMIT and
/websm.log for the Web-based System Manager.
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Problem Determination Tools

problem
determination

© Copyright IBM Corporation 2007

Figure 1-10. Problem Determination Tools AU1614.0
Notes:
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Resolve the Problem

e Use the information gathered
e Keep a log of actions taken to correct the problem

e Use the tools available: commands documentation,
downloadable fixes, and updates

e Contact IBM Support, if necessary

© Copyright IBM Corporation 2007

Figure 1-11. Resolve the Problem AU1614.0

Notes:

Taking corrective action

After all the information is gathered, determine the procedures necessary to solve the
problem. Keep a log of all actions you perform in trying to determine the cause of the
problem, and any actions you perform to correct the problem.

Resources for problem solving

A variety of resources, such as the documentation for individual commands, are
available to assist you in solving problems with AIX 6 systems.

The IBM pSeries and AlX Information Center is a Web site that serves as a focal point
for all information pertaining to pSeries and AlX. It provides a link to the entire pSeries
library. A message database is available to search on error numbers, error identifiers,
and display codes (LED values). The Web site also contains FAQs, how-to’s, a
Troubleshooting Guide, and more.
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Information Center URL

The URL for the IBM pSeries and AIX Information Center Entry Page is as follows:
http.://publib16.boulder.ibm.com/pseries/index.htm

1-16 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

AIX Software Update Hierarchy

e Version and Release (oslevel)
— Requires new license and migration install
o Fileset Updates (1slpp -L will show mod and fix levels)
— Collected changes to files in a fileset
— Related to APARs and PTFs
— Only need to apply the new fileset
e Fix Bundles
— Collections of fileset updates
e Technology Level / Maintenance Level (oslevel -r)
— Fix bundle of enhancements and fixes
e Service Packs (oslevel -s)
— Fix bundle of important fixes
e Interim Fixes
— Special situation code replacements

— Delay for normal PTF packaging is too slow
— Managed with efix tool

© Copyright IBM Corporation 2007

Figure 1-12. AIX Software Update Hierarchy AU1614.0

Notes:

Version, Release, Mod, and Fix

The oslevel command by default shows us the Version and Release of the operating
system. Changing this requires a new license and either a disruption to the system
(such as rebooting to installation and maintenance to do a migration install). The mod
and fix levels in the oslevel output are normally displayed as zeros.

The mod and fix levels are to reflect changes to the many individual filesets which make
up the operating system. These are best seen by browsing through the output of the
1slpp -L report. These changes only require the administrator to install a Program
Temporary Fix (PTF) in the form of a fix fileset. A given fix fileset can resolve one or
more programs or APARs (Authorized Program Analysis Report).
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Fix bundles

It is useful to collected many accumulated PTFs together and test them together. This
can then be used as a base line for a new cycle of enhancements and corrections. By
testing them together it is often possible to catch unexpected interactions between
them.

There are two types of AlX fix bundles.

One type of fix bundle is a Technology Level (TL) update (formally known as
Maintenance Level or ML). This is a major fix bundle which not only includes many fixes
for code problems, but also includes minor functional enhancements. You can identify
the current AIX technology level by running the oslevel -r command.

Another type of bundling is a Service Pack (SP). A Service Pack is released more
frequently than a Technology Level (between TL releases) and usually is only needed
fixes. You can identify the current AIX technology level by running the oslevel -s
command.

For the oslevel command to reflect a new TL or SP, all related filesets fixes must be
installed. If a single fileset update in the fix bundle is not installed, the TL or SP level will
not change.

Interim fixes

On rare occasions a customer has an urgent situation which needs fixes for a problem
so quickly that they cannot wait for the formal PTF to be released. In those situations, a
developer may place one or more individual file replacements on an FTP server and
allow the system administrator to download and install them. Originally this would
simply involve manually copying the new files over the old files. But this created
problems, especially in identifying the state of a system which later experienced other
(possibly related) problems or in backing out the changes. Today there is a better
methodology used for these interim fixes using the efix command.

This course will not get into the details of managing interim fixes.
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Obtaining AIX Software Fixes

e Software fixes for AlX updates are available on the Internet
from the following URL.:

http://www.ibm.com/systems/support

Using links, navigate to operating systems ... AlX

e Two very useful options:

> Quick links to AlX fixes:
Technology Levels
Service Packs

» Search APARs for known problems

© Copyright IBM Corporation 2007

Figure 1-13. Obtaining AIX Software Fixes AU1614.0

Notes:

Support Web site

Once you have determined the nature of your problem, you should try searching the
support Web site to see if you are experiencing known problems for which a fix has
already been made available.

Locating fixes

You may wish to follow one of the following suggestions (current as of November 2007)
to help you in locating fixes after reaching the Web address shown on the visual:

- On the left hand menu, select Support ... operating systems

- On the Support for IBM Systems and Servers, downloads for operating systems
page, under UNIX Servers, select ATX.

- On the Support for AlX page, under Problem Resolution, select Quick links to
AIX fixes
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- This page is organized by the category of fix. Under the category that is of interest
(for example, Fix Bundles or Specific Fixes), select your current AIX Version and
Release.

- Select the item you want and, on the next page, click the Download tab.
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Service Update Management Assistant (SUMA)

e Task-oriented utility which automates the retrieval of the

following fix types:

— Specific APAR

— Specific PTF

— Latest critical PTFs

— Latest security PTFs

— All latest PTFs

— Specific fileset

— Specific maintenance level / technology level

e Interfaces:
— SMIT (smit suma fastpath)
— Command (/usr/bin/suma)

e Documentation:
— man pages
— pSeries and AlX Information Center
— AIX 5L Differences Guide Version 5.3 Edition

© Copyright IBM Corporation 2007

Figure 1-14. Service Update Management Assistant (SUMA) AU1614.0

Notes:

SUMA capabilities

AIX 5L V5.3 introduced automatic download, scheduling and notification capabilities
through the new Service Update Management Assistant (SUMA) tool. SUMA is fully
integrated into the AIX Base Operating System and supports scheduled and
unattended task-based download of Authorized Program Analysis Reports (APARS),
Program Temporary Fixes (PTFs), and recommended maintenance levels (MLs).
SUMA can also be configured to periodically check the availability of specific new fixes
and entire maintenance levels, so that the time spent on such system administration
tasks is cut significantly. The SUMA implementation allows for multiple concurrent
downloads to optimize performance and has no dependency on any Web browser.

Interfaces

As mentioned on the visual, SUMA can be invoked through SMIT or directly from the
command line.
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Documentation

Several sources of information about SUMA are listed on the visual.

Availability of SUMA

SUMA will be available by default after any operating system installation (AIX 5L V5.3
or later). All SUMA modules and the suma executable itself are contained in the
bos.suma fileset. SUMA is implemented using the Perl programming language and
therefore the Perl library extensions fileset perl.libext and the Perl runtime environment
fileset perl.rte are prerequisites.

Additional highlights

Additional highlights of this new feature include the following:

Moves administrators away from the task of manually retrieving maintenance
updates from the Web.

Provides clients with flexible options.

Can be scheduled to run periodically. (For example, it can download the latest
critical fixes weekly.)

Can filter fixes to download based on local software inventory, maintenance level, or
other criteria.

Can provide e-mail notification of update availability or of completion of a task.
Supports transfers using the FTP, HTTP, or HTTPS protocols.

Provides same requisite checking as the IBM fix distribution Web site.
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Configuration
Database

SUMA Modules
Notification
Database Database
] i

Manage Manage Manage
Config Task Notify
A 1. Upload Fix Requests

2. Download Fix Requisites

3. Download Fixes
SUMA
Controller
Event, Error, and Task
SMIT Handler
or
suma >
command \ K
Download

Messenger

= &5

© Copyright IBM Corporation 2007

Figure 1-15. SUMA Modules AU1614.0

Notes:

Introduction

The SUMA Controller utilizes certain SUMA modules to execute SUMA operations and
functions. Key modules are described below.

Download module

The download module provides functions related to network activities and is solely
responsible for communicating with the IBM System p and AIX support server. This
communication manifests itself in two different transaction types. In the first, a list of
filesets is requested from the fix server based on the SUMA task data passed to
download module. The second consists solely of downloading the requested files from
the IBM System p and AIX support server.
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Manage configuration module

The manage configuration module represents a utility class containing global
configuration data and general-purpose methods. These methods allow for the
validation of field names and field values since this information is predefined, meaning
that there is a known set of supported global configuration fields and their
corresponding supported values. This module provides the interface to the global
configuration database file.

Messenger module

The messenger module provides messaging, logging, and notification capability.
Messages will be logged (or displayed) when their specified verbosity level is not
greater than the threshold defined by the SUMA global configuration.

The log files themselves will be no larger than a known size (by default, 1 MB), as
defined by the SUMA global configuration facility. When the maximum size is reached,
a backup of the file will be created, and a new log file started, initially containing the last
few lines of the previous file. Backup files are always created in the same directory as
the current log file. Therefore, minimum free space for log files should keep this in mind.

There are two log files which are located in the /var/adm/ras/ directory. The log file
/var/adm/ras/suma.log contains any messages that pertain to SUMA Controller
operations. The other log file, /var/adm/ras/suma_dl.log tracks the download history of
SUMA download operations and contains only entries of the form
DateStamp:FileName. The download history file is appended when a new file is
downloaded. The two logs are treated the same in respect to maximum size and
creation/definition.

The messenger module relies on contact information (e-mail addresses) from the
notification database file, which is managed by the notify module.

Notify module

The notify module manages the file which holds the contact information for SUMA event
notifications. This database stores a list of e-mail addresses for use by SMIT when
populating the list of notification addresses as part of SUMA task configuration.

Task module

SUMA makes use of the task module to create, retrieve, view, modify, and delete SUMA
tasks. All SUMA task related information is stored in a dedicated and private task
database file.
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Scheduler module

The scheduler module is responsible for handling scheduling of SUMA task execution

and interacts with the AIX cron daemon and the files in /var/spool/cron/crontabs
directory.

Inventory module

The inventory module returns the software inventory (installed or in a repository) of the
local system (localhost) or a NIM client. It covers all software which is in the installp,

RPM, or ISMP packaging format. If the system specified to the module is not local then
the system must be a NIM client of the local system.

Utility and database modules

Other modules supply private utilities for SUMA code and utilities for handling the

stanza-style SUMA databases. The Configuration, Task, and Notification databases are
within the /var/suma/data path.
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SUMA Examples (1 of 2)

1. To immediately execute a task that will preview downloading any
critical fixes that have become available and are not already
installed on your system:

# suma -x -a RqType=Critical -a Action=Preview

2. To create and schedule a task that will download the latest fixes
monthly (for example, on the 15th of every month at 2:30 AM):

# suma -s "30 2 15 * *" -3 RqType=Latest \
-a DisplayName="Critical fixes - 15th Monthly"
Task ID 4 created.

3. To list information about the newly created SUMA task (which has
a Task ID of 4):

# suma -1 4

© Copyright IBM Corporation 2007

Figure 1-16. SUMA Examples (1 of 2) AU1614.0

Notes:

Example 1

The first example will preview or pretend downloading all of the “critical” fixes which are
not already installed on the local machine. The output would show something like the
following:

R R R B B B B R B R R I R I i I i i R e b I S i I 4

Performing preview download.
khkkkhkhkhkhkhkhhkhkhkhhhhkhkhkhkhkhkhhkhkhkhhrhhkhkkhkhkhkhkhkhkkxk

Download SKIPPED: Javal3l.adt.debug.1.3.1.13.bff
Download SKIPPED: Javal3l.adt.includes.1.3.1.5.bff
Download SKIPPED: Javal3l.ext.commapi.l.3.1.2.bff
Download SKIPPED: Javal3l.ext.jaas.1.3.1.5.bff
Download SKIPPED: Javal3l.ext.java3d.1.3.1.1.bff
Download SKIPPED: Javal3l.ext.plugin.1.3.1.15.bff
Download SKIPPED: Javal3l.ext.xml43.1.3.1.1.bff
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Download SKIPPED: Javal3l.rte.bin.1.3.1.15.bff

Download SUCCEEDED: /usr/sys/inst.

Javal3l.rte.bin.1.3.1.16.bff

Download SUCCEEDED: /usr/sys/inst.

Javal3l.rte.bin.1.3.1.2.bff

Download SUCCEEDED: /usr/sys/inst.

Javal3l.rte.lib.1.3.1.15.bff

Download SUCCEEDED: /usr/sys/inst.

Javal3l.rte.lib.1.3.1.16.bff

Download SUCCEEDED: /usr/sys/inst.

Javal3l.rte.lib.1.3.1.2.bff

Download SUCCEEDED: /usr/sys/inst.

xXlsmp.rte.1.3.6.0.bff

Download SUCCEEDED: /usr/sys/inst.

xXlsmp.rte.1.3.8.0.bff
Summary:
257 downloaded
0 failed
8 skipped

images/installp/ppc/
images/installp/ppc/
images/installp/ppc/
images/installp/ppc/

images/installp/ppc/

images/installp/ppc/

images/installp/ppc/

To download the files, rerun the command without the attribute Action=Preview. This
will download the update filesets in the /usr/sys/inst.images path if we have not
changed the default location. Use suma -D to display the default configuration options.

Example 2

The second example creates a new SUMA task and a cron job. The -s flag’s parameter
value is in crontab file time format. All saved SUMA tasks get a Task IDnumber.

These tasks can be listed with suma -1.

Example 3

The third example lists information about the SUMA task with a Task ID of 4.
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SUMA Examples (2 of 2)

4. To list the SUMA task defaults, type the following:

# suma -D
DisplayName=
Action=Download
RqType=Security

5. To create and schedule a task that will check monthly (for example,
on the 15th of every month at 2:30 AM) for all the latest new
updates, and download any that are not already in the /tmp/latest
repository, type the following:

# suma -s "30 2 15 * *" -a RqType=Latest \
-a DLTarget=/tmp/latest —-a FilterDir=/tmp/latest
Task ID 5 created.

© Copyright IBM Corporation 2007

Figure 1-17. SUMA Examples (2 of 2) AU1614.0

Notes:

Example 4

As illustrated below, the command suma -D shows the current values used for SUMA
tasks:

# suma -D
DisplayName=
Action=Download
RaType=Security
RoName=
RgLevel=
PreCoregs=y
Ifregs=y
Supersedes=n
ResolvePE=IfAvailable
Repeats=y
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DLTarget=/usr/sys/inst.images
NotifyEmail=root
FilterDir=/usr/sys/inst.images
FilterMl~=
FilterSysFile=localhost
MaxDLSize=-1

Extend=y

MaxFSSize=-1

Example 5

When running or creating a SUMA task, you can override the default settings. In
example 5, we are overriding the RgType, DLTarget and FilterDir attribute values.
This example shows a good method for only downloading what you do not already have
in a directory which is being used as a repository for fixes. As in a previous example,
the -s option is used to schedule the specified activity for execution at a particular time.

© Copyright IBM Corp. 1997, 2007 Unit 1. Problem Determination Introduction 1-29

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Relevant Documentation

e |IBM System p and AlX Information Center entry page:

http.//publib.boulder.ibm.com/infocenter/pseries
— AIX documentation

— Support for System p products

— IBM Systems Information Center entry page:

http://publib.boulder.ibm.com/eserver

— Links to:
* IBM Systems Information Center
* IBM Systems Hardware Information Center
* IBM Systems Software Information Center

e /|BM Redbooks Home:
http.//www.redbooks.ibm.com

© Copyright IBM Corporation 2007

Figure 1-18. Relevant Documentation AU1614.0

Notes:

IBM pSeries and AIX Information Center

Most software and hardware documentation for AIX 5L and AIX 6 systems can be
accessed online using the IBM System p and AIX Information Center Web site:
http.//publib16.boulder.ibm.com/pseries/index.htm

IBM Systems Information Center

Hardware documentation for POWERS processor-based systems can be accessed
online using the IBM Systems Information Centers site:
http.://publib.boulder.ibm.com/eserver

IBM Redbooks

Redbooks can be viewed, downloaded, or ordered from the IBM Redbooks Web site:
http.//www.redbooks.ibm.com
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1.2. System p: p5 and p6 Product Family
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IBM System p: p5 and p6 Product Family

p5 590 p5 595
p5 570 p5 575
p5 550 ]
- p570 (p6) High-end
ﬁ . Mid-range
p5 510 p5 520
Entry
© Copyright IBM Corporation 2007
Figure 1-19. IBM System p: p5 and p6 Product Family AU1614.0

Notes:

AIX 5L V5.2 and AIX 5L V5.3 platform requirements

AIX 5L V5.2 and above exclusively support CHRP architecture machines with PCI
buses. There is a minimum hardware requirement of 256 MB of RAM and 2.2 GB of
disk space. The POWERG6 hardware requires a minimum level of AIX 5L V5.3 or later.

AIX 6.1 platform requirements

AlIX 6.1 runs on any hardware which runs AIX 5L V5.3. There is a minimum hardware
requirement of 256 MB of RAM and 2.2 GB of disk space.
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Range of solutions

World-class UNIX and Linux implementations from IBM System p: p5 and p6 are the
result of leading-edge IBM technologies. Through high-performance and flexibility
between AIX and Linux operating environments, the IBM System p: p5 and p6 family
delivers reliable, cost-effective solutions for commercial and technical computing
applications in the entry, mid-range and high-end UNIX segments.

Solutions offered by System p: p5 and p6 offer the flexibility and availability to handle
your most mission-critical and data-intensive applications. These solutions also deliver
the performance and application versatility necessary to meet the dynamic
requirements of today’s e-infrastructure environments.

The visual shows recently introduced products in the System p: p5 and p6 product
family. Most of these offerings are POWERS processor-based systems. The exception
is the POWERS6 based p570, which is the only POWERS6 product at the time of this
course revision. There are additional P6 platforms scheduled for release in the near
future.
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Logical Partitioning Support

LPAR1 LPAR 2 LPAR 3 LPAR 4

Yan,
.

Processors

e E NNy,
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eEEEEEEN

»
*>

] s

AIX5L  Linux AIX 6.1 AIX 6.1
Hypervisor

-
Hardware Management Console (HMC)
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Figure 1-20. Logical Partitioning Support AU1614.0

Notes:

Logical partitioning

Partitioning is a server design feature that provides more user flexibility by making it
possible to run multiple, independent operating system images concurrently on a single
server. Logical partitioning is the term used to describe a system where the partitions
are created independently of any physical boundaries.

The visual shows a system configured with four partitions, one running AIX 5L, two
running AIX 6.1, and one running Linux. Each partition contains an amount of resource
(CPU, memory, I/O slots) that is independent of the physical layout of the hardware.

In the example shown on the visual, processor resources have been allocated to
partitions in units of whole processors. On IBM @server POWERS5 processor-based
Servers, a processor resources can be allocated to a partition in units of 0.01 of a
processor after a minimum allocation of 0.10 of a processor.
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Dynamic logical partitioning (AIX 5L V5.2 and later)

AIX 5L V5.2, AIX 5L V5.3, and AIX 6.1 support dynamic logical partitioning (DLPAR),
which increases the flexibility of partitioned systems by enabling administrators to add,
remove, or move system resources such as memory, PCl Adapters, and CPU between
partitions without the need to reboot each partition. This allows a systems administrator
to assign resources where they are needed most, dynamically, without having to reboot
a partition after it is modified. In addition, system administrators can adjust to changing
hardware requirements within an LPAR environment, without impacting systems
availability.

Dynamic CUoD enables a customer to order and install systems with additional
processors and keep those resources in reserve until they are required as future
applications workloads dictate. To enable the additional resources, the system
administrator can dynamically turn on the resources and then use dynamic LPAR
services to assign those resource to one or more partitions without having to bring the
system down. In addition, Dynamic CPU Guard is an important solution that can
automatically and dynamically remove failing processors from a system image before
they can cause a system failure. If spare processors are available on the systems, they
can automatically replace the failing processors.

Benefits of logical partitioning

Logical partitioning is intended to address a number of pervasive requirements,
including:

- Server consolidation: The ability to consolidate a set of disparate workloads and
applications onto a smaller number of hardware platforms, in order to reduce total
cost of ownership (administrative and physical planning overhead).

- Production and test environments: The ability to have an environment to test and
migrate software releases or applications, which runs on exactly the same platform
as the production environment to ensure compatibility, but does not cause any
exposure to the production environment.

- Data and workload isolation: The ability to support a set of disparate applications
and data on the same server, while maintaining very strong isolation of resource
utilization and data access.

- Scalability balancing: The ability to create resource configurations appropriate to the
scaling characteristics of a particular application, without being limited by hardware
upgrade granularities.

- Flexible configuration: The ability to change configurations easily to adapt to
changing workload patterns and capacity requirements especially enhanced by the
DLPAR feature.
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Hardware Management Console (HMC)

The Hardware Management Console (HMC) is an additional system used for
configuring and administering a partitioned pSeries or System p: p5 and p6 servers.

Hypervisor

The Hypervisor is a firmware component require to support LPAR on pSeries and
System p: p5 and p6 family servers. Functions provided by the Hypervisor include
managing access to memory outside the region assigned to the partition. (In an LPAR
environment, a partition will require access to page tables and translation control entries
(TCEs) stored outside the memory assigned to that partition.)
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Advance POWER
Virtualization Feature (POWERS5 and POWERG®6)

HW Advanced POWER Virtualization
Order feature

+

Key

Virtual I/O Server

1/0 Appliance, Shared Ethernet adapter, and
Virtual SCSI
Virtual I/O Server Software Maintenance

CDin
box

CDin Partition Load Manger (PLM)

box PLM Software Maintenance (POWERS only)
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Figure 1-21. Advance POWER Virtualization Feature (POWERS5 and POWERS6) AU1614.0

Notes:

Advanced POWER Virtualization feature

The Advanced POWER Virtualization feature provides the following capabilities:
- Firmware enablement for micro-partitions
- Software that supports the virtual 1/0O environment

- Partition Load Manager (PLM) software. (This feature is available only for POWERS
processor-based systems.)

Firmware enablement for micro-partitions

Micro-partitioning is a mainframe-inspired technology that is based on two major
advances in the area of server virtualization. Physical processors and I/O devices have
been virtualized, enabling these resources to be shared by multiple partitions. There are
several advantages associated with this technology, including finer grained resource
allocations, more partitions, and higher resource utilization.
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The virtualization of processors requires a new partitioning model, since it is
fundamentally different from the partitioning model used on POWER4 processor-based
servers, where whole processors are assigned to partitions. These processors are
owned by the partition and are not easily shared with other partitions. They may be
assigned through manual dynamic logical partitioning (LPAR) procedures. In the new
micro-partitioning model, physical processors are abstracted into virtual processors,
which are assigned to partitions. These virtual processor objects cannot be shared, but
the underlying physical processors are shared, since they are used to actualize virtual
processors at the platform level. This sharing is the primary feature of this new
partitioning model, and it happens automatically.

Virtual I/0O Server software

The Advanced POWER Virtualization feature also includes the installation image for the
Virtual I/0O Server software, which supports:

- Shared Ethernet Adapter
- Virtual SCSI server

The Virtual 1/0 Server provides the Virtual SCSI (VSCSI) Target and Shared Ethernet
adapter virtual I/O function to client partitions. This is accomplished by assigning
physical devices to the Virtual I/O Server partition, then configuring virtual adapters on
the clients to allow communication between the client and the Virtual /O Server. All
aspects of Virtual 1/0 server administration are accomplished through a special
command line interface.

Partition Load Manager

PLM for AIX 5L is a resource manager that provides automated CPU and memory
resource management across DLPAR capable logical partitions running AIX 5L V5.2 or
later. PLM allocates resources to partitions on-demand, within the constraints of a
user-defined policy. It assigns resources from partitions with low usage to partitions with
a higher demand, improving the overall resource utilization of the system. PLM works
with both dedicated and shared processor environment partitions. The only restriction is
that all partitions in a group must be of the same type. In dedicated LPARs, it will work
by adding or removing real processors. In shared processor LPARs, it will work by
adding or removing processing units from the capacity entitlement.

PLM is not delivered as part of the Advanced Power Virtualization feature for POWERG6
platforms.
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Virtual Ethernet

e Enables inter-partition communication.
— In-memory point to point connections

e Physical network adapters are not needed.
e Similar to high bandwidth Ethernet connections.

e No Advanced POWER Virtualization feature required.
— POWERS and POWERG systems
— AIX 5L V5.3, AIX 6.1, or appropriate Linux level

— Hardware Management Console (HMC)

© Copyright IBM Corporation 2007

Figure 1-22. Virtual Ethernet AU1614.0

Notes:

Virtual Ethernet functionality

The Virtual Ethernet enables inter-partition communication without the need for physical
network adapters in each partition. The Virtual Ethernet allows the administrator to
define in-memory point to point connections between partitions. These connections
exhibit characteristics similar to those of high bandwidth Ethernet connections which
support multiple protocols (IPv4, IPv6, and ICMP).

Virtual Ethernet requirements

Virtual Ethernet requires a POWERDS processor-based system with either AIX 5L V5.3
or AIX 6.1, or the appropriate level of Linux, as well as a Hardware Management
Console (HMC) to define the Virtual Ethernet devices. Virtual Ethernet does not require
the purchase of any additional features or software, such as the Advanced Virtualization
Feature.
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A note regarding terminology

Virtual Ethernet is also called Virtual LAN or even VLAN, which can be confusing,
because these terms are also used in network topology discussions.
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Virtual I/O Example
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Figure 1-23. Virtual I/O Example AU1614.0

Notes:

Client/server relationship

Virtual I/O devices provide for sharing of physical resources, such as adapters and
SCSI devices, among partitions. Multiple partitions can share physical I/O resources
and each partition can simultaneously use virtual and physical (natively attached) 1/0O
devices. When sharing SCSI devices, the client/server model is used to designate
partitions as users or suppliers of resources. A server makes a virtual SCSI server
adapter available for use by a client partition. A client configures a virtual SCSI client
adapter that uses the resources provided by a virtual SCSI server adapter.

If a server partition providing I/O for a client partition fails, the client partition might
continue to function depending on the significance of the hardware it is using. For
example, if the server is providing the paging volume for another partition, a failure of
the server partition will be significant to the client.
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Virtual I/0O Server

The IBM Virtual I/O Server software allows the creation of partitions that use the 1/0
resources of another partition. In this way, it helps to maximize the utilization of physical
resources on POWERS5 systems. Partitions can have dedicated I/O, virtual 1/O, or both.

Physical resources are assigned to the Virtual I/O Server partition in the same way
physical resources are assigned to other partitions.

Virtual I/O Server is a separate software product, and is included as part of the
Advanced POWER Virtualization feature. It supports AlX 5L Version 5.3 (and later) and
Linux partitions as virtual I/O clients.

Virtual SCSI adapters

Virtual SCSI adapters provide the ability for a partition to use SCSI devices that are
owned by another partition. For example, one partition may provide disk storage space
to other partitions.

See the Virtual /0O Server technical support Web site for specific devices that are
supported: http./techsupport.services.ibm.com/server/vios

Virtual Ethernet

There are two main features to virtual Ethernet. One is the inter-partition virtual switch
to provide support for connecting up to 4,096 LANs. LAN IDs are used to configure
virtual Ethernet LANs and all partitions using a particular LAN ID can communicate with
each other.

The other feature is a function called Shared Ethernet adapter that bridges networks
together without using TCP/IP routing. This function allows the partition to appear to be
connected directly to an external network. The main benefit of using this feature is that
each partition need not have its own physical network adapter.
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POWERG6 System Highlights

ePOWERG6 Processor Technology
— 5t Implementation of multi-core design
—~100% higher frequencies

ePOWERG6 System Architecture . e F Y
— New generation of servers PDWE Rb
— New IO ! .

+ PCle, SAS / SATA
+ GX+ 12x 10 Drawers
— Enhanced power management

eEnhanced Virtualization
— Partition Mobility (SoD)
— Dedicated Shared Processors
— Integrated Virtual Ethernet
Sh_ared

e Availability VIOS| LPAR | LPAR | LPAR |Dedicated
— New RAS features Processor

* Processor Instruction Retry
— Power Management

Integrated
Virtual Ethernet

HMC 7
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Figure 1-24. POWERS6 System Highlights AU1614.0

Notes:

POWERSG technology is build with a new set of individual components that provide higher
performance in a new advanced semiconductor technology:

« A new processor design; POWERG6 Processor is the 9th generation 64-bit processor
and 5th generation POWER processor

« A new system architecture

« A new virtualization plateau with enhanced capabilities
« A new HMC V7 code

« A new PHYP microcode

» Operated by a new AIX6 version

The AIX 6 UNIX operating system makes the most of the POWERG6 technology with a
strong focus on security and availability.

AIX 6 provides new functionalities and includes improvements over previous versions.
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The Hardware Management Console (HMC) version 7 has been redesigned with a new
graphical interface supporting the POWERG6 feature set.

GX+ 12x IO drawer interface is similar to InfiniBand connection

Partition Mobility provides a way for administrators to perform service on demand (SoD).
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AIX 6 Highlights

e Workload Partitions
— Multiple instances of AlX images in single LPAR
— WPAR mobility (on POWER4, POWERS5, or POWERG)
— WLM infrastructure for resource balance and constraint
e Security
— Enhanced RBAC (roles)
— Trusted AIX
— Trusted execution
— Encrypted filesystems
— AIX security expert enhancements
e RAS
— Virtual Storage Protection Key
— Processor recovery
e Performance
— Dynamic page sizes and 32 TB memory support
— Processor folding for donating dedicated
— SPURR accounting for variable clock speeds
— Math APIs for Decimal Floating Point (DFP)
— Drivers for POWERG related hardware
+ SAS, SATA, PCI-Express, HEA, and so forth

© Copyright IBM Corporation 2007

Figure 1-25. AIX 6 Highlights AU1614.0

Notes:

AIX 6 Overview

If migrating to a POWERG platform, you need to either migrate to AIX 6.1 or apply the
latest technology level to AIX 5L V5.3. Even if you are running on older hardware
(POWER4 or POWERS5), there are many features of this release which can be of
benefit.

Workload Partitions

Workload Partitions (WPARs) allow you to run multiple instances of an AIX operating
system in a single LPAR. This alternative to running each application in a separate
partition has less overhead in resource use and lower administrative costs when you
need to upgrade the AIX software. Instead of having to upgrade several LPARs, you
only need to upgrade the single LPAR once and then sync the copies of the ODM for
the WPARs.

© Copyright IBM Corp. 1997, 2007 Unit 1. Problem Determination Introduction 1-45

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

The resources within the partition are shared by the WPARs and controlled using Work
Load Manager (WLM). Significantly, within the partition, WLM is able to dynamically
share memory between the application much in the same manner as partitions share
processors in a shared processor environment. WLM is used to specify proportional
shares of resources (I/0, CPU, memory) and limits on resources for each WPAR.

WPARs also provide a basis for moving an application from one machine to another.
The main dependency for WPAR mobility is the use of NFS for all the application data.

Security

AIX 6.1 provides several significant security enhancements.

While AIX 5L provided an implementation of RBAC roles (now referred to as legacy
RBAC), AIX 6.1 provides a new enhanced RBAC which is better implemented and
easier to use.

Multi Level Security is about classifying information at various level and decide the
access policy based on their security level. In Trusted AlIX, Multi Level Security is based
on labelling the information with different labels and controlling the access based on the
labels.

The AIX 6.1 also provides Trusted Environment (TE) as alternative to Trusted
Computing Base (TCB). This is covered later in the security unit.

AIX 6 supports encrypted file systems, where the owner of a file in the file system can
specify a key for encrypting a file. The encryption and description is done automatically
by the file system using the user’s keystore.

Since AIX 5L V5.3 TL5, AIX has provided a tool for security settings on the system. In
AlX 6.1 this tool has been enhanced. It supports Secure by Default, allows central
policy management through LDAP, allows customized user defined policies, uses the
File Permission Manger command, has more stringent checks for weak passwords, and
it has an faster performing user interface.
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Checkpoint (1 of 2)

1. What are the four major problem determination steps?

2. Who should provide information about system problems?

3. (True or False) If there is a problem with the software,
it is necessary to get the next release of the product to
resolve the problem.

4. (True or False) Documentation can be viewed or
downloaded from the IBM Web site.

© Copyright IBM Corporation 2007

Figure 1-26. Checkpoint (1 of 2) AU1614.0
Notes:
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Checkpoint (2 of 2)

5. Give a suma command that will display information about
the SUMA task with a Task ID of 2.

6. (True or False) The Advanced POWER Virtualization
feature is available for POWER4 processor-based
systems.

© Copyright IBM Corporation 2007

Figure 1-27. Checkpoint (2 of 2) AU1614.0
Notes:
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Exercise 1: Problem Determination Introduction

—

e Recording system information

e Using the Service Update Management
Assistant (SUMA)

<~
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Figure 1-28. Exercise 1: Problem Determination Introduction AU1614.0
Notes:
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Unit Summary

<

Having completed this unit, you should be able to:

e Discuss the role of problem determination in system
administration

e Describe the four primary steps in the “start-to-finish”
method of problem resolution

e Explain how to find documentation and other key
resources needed for problem resolution

e Use the Service Update Management Assistant (SUMA)

e Discuss key features and capabilities of current systems in
the System p family (p5 and p6)

© Copyright IBM Corporation 2007

Figure 1-29. Unit Summary AU1614.0
Notes:
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Unit 2. The Object Data Manager (ODM)

What This Unit Is About

This unit describes the structure of the ODM. It shows the use of the
ODM command line interface and explains the role of the ODM in
device configuration. Specific information regarding the function and
content of the most important ODM files is also presented.

What You Should Be Able to Do

After completing this unit, you should be able to:

 Describe the structure of the ODM

Use the ODM command line interface

Explain the role of the ODM in device configuration
Describe the function of the most important ODM files

How You Will Check Your Progress

Accountability:

« Checkpoint questions
« Lab exercise

References
Online AlX Version 6.1 Command Reference volumes 1-6
Online AlIX Version 6.1 General Programming Concepts:
Writing and Debugging Programs
Online AlIX Version 6.1 Technical Reference: Kernel and
Subsystems
Note: References listed as “online” above are available through the
IBM Systems Information Center at the following address:
http.//publib.boulder.ibm.com/infocenter/pseries/v6ri/index.jsp
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Unit Objectives

After completing this unit, you should be able to:

e Describe the structure of the ODM

e Use the ODM command line interface

e Explain the role of the ODM in device configuration

e Describe the function of the most important ODM files

© Copyright IBM Corporation 2007

Figure 2-1. Unit Objectives AU1614.0

Notes:

Importance of this unit

The ODM is a very important component of AlX and is one major feature that
distinguishes AIX from other UNIX systems. This unit describes the structure of the

ODM and explains how you can work with ODM files using the ODM command line
interface.

It is also very important that you, as an AlX system administrator, understand the role of
ODM during device configuration. Thus, explaining the role of the ODM in this process
is another major objective of this unit.
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2.1. Introduction to the ODM

© Copyright IBM Corp. 1997, 2007 Unit 2. The Object Data Manager (ODM) 2-3

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

What Is the ODM?

e The Object Data Manager (ODM) is a database intended for
storing system information.

e Physical and logical device information is stored and
maintained through use of objects with associated
characteristics.

© Copyright IBM Corporation 2007

Figure 2-2. What Is the ODM? AU1614.0
Notes:
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Data Managed by the ODM

Devices

System
Resource
Controller

AP

g

ODM

Software

TCP/IP
Configuration

Error Log,
Dump

© Copyright IBM Corporation 2007

SMIT Menus

NIM

Figure 2-3. Data Managed by the ODM

Notes:

System data managed by ODM

The ODM manages the following system data:

Device configuration data

Software Vital Product Data (SWVPD)
System Resource Controller (SRC) data

TCP/IP configuration data

Error log and dump information

NIM (Network Installation Manager) information

SMIT menus and commands

AU1614.0
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Emphasis in this unit

Our main emphasis in this unit is on the use of ODM to store and manage information
regarding devices and software products (software vital product data). During the
course, many other ODM classes are described.
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ODM Components

L

uniquetype attribute deflt values
tape/scsi/scsd block_size none 0-2147483648,1
disk/scsi/osdisk pvid none
tty/rs232/tty login disable enable, disable, ...
| |
© Copyright IBM Corporation 2007
Figure 2-4. ODM Components AU1614.0
Notes:

Completing the drawing on the visual

The drawing on the visual above identifies the basic components of ODM, but some
terms have been intentionally omitted from the drawing. Your instructor will complete
this drawing during the lecture. Please complete your own copy of the drawing by
writing in the terms supplied by your instructor.

ODM data format

For security reasons, the ODM data is stored in binary format. To work with ODM files,
you must use the ODM command line interface. It is not possible to update ODM files
with an editor.
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ODM Database Files

Predefined device information PdDv, PdAt, PdCn

C ved device inf i CuDv, CuAt, CuDep, CuDvDir,
ustomized device information CuVPD, Config_Rules

Software vital product data history, inventory, Ipp, product

sm_menu_opt, sm_name_hdr,

SMIT menus sm_cmd_hdr, sm_cmd_opt

Error log, alog, and dump SWservAt

information

System Resource Controller SRCsubsys, SRCsubsvr, ...

Network Installation Manager nim_attr, nim_object, nim_pdattr

(NIM)
Figure 2-5. ODM Database Files AU1614.0
Notes:

Major ODM files
The table on the visual summarizes the major ODM files in AIX. As you can see, the
files listed in this table are placed into several different categories.

Current focus

In this unit, we will concentrate on ODM classes that are used to store device
information and software product data. At this point, we will narrow our focus even
further and confine our discussion to ODM classes that store device information.
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Predefined and customized device information

The first two rows in the table on the visual indicate that some ODM classes contain
predefined device information and that others contain customized device information.
What is the difference between these two types of information?

Predefined device information describes all supported devices. Customized device
information describes all devices that are actually attached to the system.

It is very important that you understand the difference between these two information
classifications.

The classes themselves are described in more detail in the next topic of this unit.
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Device Configuration Summary

Predefined Databases
PdDv
PdCn PdAt
Customized Databases
CuDep CuDv CuAt
CuDvDr CuVPD
Config_Rules
1
Configuration Manager
(cfgmgr)
© Copyright IBM Corporation 2007
Figure 2-6. Device Configuration Summary AU1614.0

Notes:

ODM classes used during device configuration

The visual above shows the ODM object classes used during the configuration of a
device.

Roles of cfgmgr and Config_Rules

When an AlX system boots, the Configuration Manager (cfgmgr) is responsible for
configuring devices. There is one ODM object class which the cfgmgr uses to
determine the correct sequence when configuring devices: Config_Rules. This ODM
object class also contains information about various methods files used for device
management.
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Configuration Manager

P fi
redefined "Plug and Play" ] —/—— [
PdDv O] ————= (1]
PdAt
PdCn
Y Config_Rules
Customized Methods
CuDv Define
: Load
CuAt De_\llce —~+— Configure
Driver
CuDep % Change
CuDvDr Unload Unconfigure
CuVPD Undefine
© Copyright IBM Corporation 2007
Figure 2-7. Configuration Manager AU1614.0
Notes:

Importance of Config_Rules object class

Although cfgmgr gets credit for managing devices (adding, deleting, changing, and so
forth), it is actually the Config_Rules object class that does the work through various
methods files.
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Location and Contents of ODM Repositories

CuDv
CuAt
CuDep
CuDvDr
CuVPD
Config_Rules PdDv

PdAt
history PdCn
inventory
lpp history
product inventory

Ipp history
nim * product inventory
SWservAt lpp
SRC* sm_* product

letc/objrepos lusr/lib/objrepos  /usr/share/lib/objrepos
© Copyright IBM Corporation 2007
Figure 2-8. Location and Contents of ODM Repositories AU1614.0

Notes:

Introduction

To support diskless, dataless and other workstations, the ODM object classes are held
in three repositories. Each of these repositories is described in the material that follows.

/etc/objrepos

This repository contains the customized devices object classes and the four object
classes used by the Software Vital Product Database (SWVPD) for the / (root) part of
the installable software product. The root part of the software contains files that must be
installed on the target system. To access information in the other directories, this
directory contains symbolic links to the predefined devices object classes. The links are
needed because the ODMDIR variable points to only /etc/objrepos. It contains the part of
the product that cannot be shared among machines. Each client must have its own
copy. Most of this software requiring a separate copy for each machine is associated
with the configuration of the machine or product.
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/usr/lib/objrepos

This repository contains the predefined devices object classes, SMIT menu object
classes, and the four object classes used by the SWVPD for the /usr part of the
installable software product. The object classes in this repository can be shared across
the network by /usr clients, dataless and diskless workstations. Software installed in the
/usr part can be can be shared among several machines with compatible hardware
architectures.

/usr/share/lib/objrepos

Contains the four object classes used by the SWVPD for the /usr/share part of the
installable software product. The /usr/share part of a software product contains files
that are not hardware dependent. They can be shared among several machines, even if
the machines have a different hardware architecture. An example of this are terminfo
files that describe terminal capabilities. As terminfo is used on many UNIX systems,
terminfo files are part of the /usr/share part of a system product.

1slpp options

The 1s1pp command can list the software recorded in the ODM. When run with the -I
(lower case L) flag, it lists each of the locations (/, /usr/lib, /usr/share/lib) where it finds
the fileset recorded. This can be distracting if you are not concerned with these
distinctions. Alternately, you can run 1slpp -L which only reports each fileset once,
without making distinctions between the root, usr, and share portions.
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How ODM Classes Act Together

PdDv: CuDv:

type = "14106902" name = "entl"

class = "adapter" status = 1

subclass = "pci” chgstatus = 2

prefix = "ent" ddins = "pci/goentdd"

cfgmgr | location = "02-08"
DvDr = "pci/goentdd" > | parent = "pci2"
Define = /usr/lib/methods/define_ rspc" connwhere = "8“
Configure = "/usr/lib/methods/cfggoent"
PdDvLn = "adapter/pci/14106902"

uniquetype = "adapter/pci/14106902"

PdAt: CuAt:

uniquetype = hd. 1 €1\ name = "entl"

"adapter/pci/14106902" chdev en £ _ attribute = "jumbo_frames"

attribute = "jumbo_frames" & Jjumbo_trames=yes - value = "yes"

deflt = "no" " type = "R"

values = "yes,no"

© Copyright IBM Corporation 2007

Figure 2-9. How ODM Classes Act Together AU1614.0
Notes:

Interaction of ODM classes

The visual above and the notes below summarize how ODM classes act together.

1. In order for a particular device to be defined in AlX, the device type must be
predefined in ODM class PdDv.

2. A device can be defined by either the cfgmgr (if the device is detectable), or by the
mkdev command. Both commands use the define method to generate an instance in
ODM class CuDv. The configure method is used to load a specific device driver and
to generate an entry in the /dev directory.

Notice the link PdDvLn from CuDv back to PdDv.

3. At this point you only have default attribute values in PdAt which, in our example of
a gigabit Ethernet adapter, means you could not use jumbo frames (default is no). If
you change the attributes, for example, jumbo frames to yes, you get an object
describing the nondefault value in CuAt.
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Data Not Managed by the ODM
Filesystem 2
information .
User/Security :> 2
information .

Queues and o)
Queue devices :> .

© Copyright IBM Corporation 2007

Figure 2-10. Data Not Managed by the ODM AU1614.0

Notes:

Completion of this page

The visual above identifies some types of system information that are not managed by
the ODM, but the names of the files that store these types of information have been
intentionally omitted from the visual. Your instructor will complete this visual during the

lecture. Please complete your own copy of the visual by writing in the file names
supplied by your instructor.
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Let’s Review:
Device Configuration and the ODM

1.

A—A

Undefined Defined Available

Applications

v

© Copyright IBM Corporation 2007

Figure 2-11. Let’'s Review: Device Configuration and the ODM AU1614.0

Notes:

Instructions

Please answer the following questions. Please put the answers in the picture above. If
you are unsure about a question, leave it out.

1. Which command configures devices in an AlX system? (Note: This is not an ODM

command.)
2. Which ODM class contains all devices that your system supports?
3. Which ODM class contains all devices that are configured in your system?
4. Which programs are loaded into the AlX kernel to control access to the devices?
5. If you have a configured tape drive rmt1, which special file do applications access to
work with this device?
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ODM Commands

Object class: odmcreate, odmdrop

Descriptors: odmshow

L

uniquetype attribute defit values
tape/scsilscsd block_size none 0-2147483648,1
disk/scsilosdisk pvid none
tty/rs232/tty login disable enable, disable, ...
o

Objects: odmadd, odmchange, odmdelete, odmget

© Copyright IBM Corporation 2007

Figure 2-12. ODM Commands AU1614.0

Notes:

Introduction

Different commands are available for working with each of the ODM components:
object classes, descriptors, and objects.

Commands for working with ODM classes

1. You can create ODM classes using the odmcreate command. This command has
the following syntax:

odmcreate descriptor file.cre

The file descriptor_file.cre contains the class definition for the corresponding ODM
class. Usually these files have the suffix .cre. The exercise for this unit contains an
optional part that shows how to create self-defined ODM classes.
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2. To delete an entire ODM class, use the odmdrop command. The odmdrop command
has the following syntax:

odmdrop -o cbject class name

The name object class name is the name of the ODM class you want to remove.
Be very careful with this command. It removes the complete class immediately.

A command for working with ODM descriptors

To view the underlying layout of an object class, use the odmshow command:

odmshow object class name

The visual shows an extraction from ODM class PdAt, where four descriptors are
shown (uniquetype, attribute, deflt, and values).

Commands for working with objects

Usually, system administrators work with objects. The odmget command retrieves
object information from an existing object class. To add new objects, use odmadd. To
delete objects, use odmdelete. To change objects, use odmchange. Working on the
object level is explained in more detail on the following pages.

The ODMDIR environment variable

All ODM commands use the ODMDIR environment variable, which is set in the file
/etc/environment. The default value of ODMDIR is /etc/objrepos.
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Changing Attribute Values
P

# odmget -g"uniquetype=tape/scsi/scsd and attribute=block size" PdAt > file

# vi file

PdAt:
uniquetype = "tape/scsi/scsd"
attribute = "block size"
deflt = “512" < Modify deflt to 512
values = "0-2147483648, 1"
width = ""
type = "R"
generic = "DU"
rep = "nr"
nls index = 6

# odmdelete -o PdAt -g"uniquetype=tape/scsi/scsd and attribute=block_size"

# odmadd file

S

Figure 2-13. Changing Attribute Values AU1614.0

© Copyright IBM Corporation 2007

Notes:

Discussion of command sequence on the visual

The odmget command in the example will pick all the records from the PdAt class,
where uniquetype is equal to tape/scsi/scsd and attribute is equal to block size.
In this instance, only one record should be matched. The information is redirected into a
file which can be changed using an editor.

In this example, the default value for the attribute block size is changed to 512.

Note: Before the new value of 512 can be added into the ODM, the old object (which
had the block size setto a null value) must be deleted, otherwise you would end up
with two objects describing the same attribute in the database. The first object found will
be used, and the results could be quite confusing. This is why it is important to delete an
entry before adding a replacement record.

The final operation is to add the file into the ODM.
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Need to use ODM commands

The ODM objects are stored in a binary format; that means you need to work with the
ODM commands to query or change any objects.

Possible queries

As with any database, you can perform queries for records matching certain criteria.
The tests are on the values of the descriptors of the objects. A number of tests can be
performed:

= equal
1= not equal
greater
>= greater than or equal to
< less than
<= less than or equal to
like similar to; finds path names in character string data

For example, to search for records where the value of the 1pp name attribute begins
with bosext1., you would use the syntax lpp _name like bosextl.*

Tests can be linked together using normal boolean operations, as shown in the
following example:

uniquetype=tape/scsi/scsd and attribute=block size
quetype= -

In addition to the * wildcard, a ? can be used as a wildcard character.
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Using odmchange to Change Attribute Values

# odmget -q"uniquetype=tape/scsi/scsd and attribute=block size" PdAt > file

#vi file
PdAt:

uniquetype = "tape/scsi/scsd"
attribute = "block size"
deflt = “512" < Modify deflt to 512
values = "0-2147483648,1"
width = ""
type = "R"
generic = "DU"
rep = "nr"
nls index = 6

# odmchange -o PdAt -q"uniquetype=tape/scsi/scsd and attribute=block_size" file

N J

© Copyright IBM Corporation 2007

Figure 2-14. Using odmchange to Change Attribute Values AU1614.0

Notes:

Another way of changing attribute values

The series of steps shown on this visual shows how the odmchange command can be
used instead of the odmadd and odmdelete steps shown in the previous example to
modify attribute values.
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2.2. ODM Database Files
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Software Vital Product Data

lpp: product:
name = "bos.rte.printers“ lpp name = "bos.rte.printers™
size = 0 comp_id = "5765-C3403™
state = 5 state = 5
ver = 6 ver = 6
rel =1 rel =1
mod =0 mod =0
fix =0 fix =0
description = "Front End Printer ptf = "%
Support™ prereq = "*coreq bos.rte 5.1.0.0"
lpp _id = 38 description = "%
supersedes = ""
inventory: history:
lpp id = 38 lpp_id = 38
private = 0 ver = 6
file type = 0 rel =1
format = mod = 0
locO0 = "/etc/gconfig" fix = 0
locl = "V ptf = "%
loc2 = "V state =1
size = 0 time = 1187714064
checksum = 0 comment = ""

© Copyright IBM Corporation 2007

Figure 2-15. Software Vital Product Data

Notes:

Role of installp command

AU1614.0

Whenever installing a product or update in AlX, the installp command uses the ODM
to maintain the Software Vital Product Database (SWVPD).

Contents of SWVPD

The following information is part of the SWVPD:

« The name of the software product (for example, bos.rte.printers)
« The version, release, modification, and fix level of the software product (for example,

5.3.0.10 or 6.1.0.0)

The state of the software product:
- Available (state = 1)

The fix level, which contains a summary of fixes implemented in a product
Any program temporary fix (PTF) that has been installed on the system
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- Applying (state = 2)

- Applied (state = 3)

- Committing (state = 4)
- Committed (state = 5)
- Rejecting (state = 6)
- Broken (state = 7)

SWVPD classes

The Software Vital Product Data is stored in the following ODM classes:

Ipp The Ipp object class contains information about the installed
software products, including the current software product state
and description.

inventory The inventory object class contains information about the files
associated with a software product.

product The product object class contains product information about
the installation and updates of software products and their
prerequisites.

history The history object class contains historical information about
the installation and updates of software products.
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Software States You Should Know About

* Only possible for PTFs or Updates

Applied * Previous version stored in /usr/lpp/Package_Name
* Rejecting update recovers to saved version

» Committing update deletes previous version

Committed * Removing committed software is possible
* No return to previous version
Applying,
Committing If installation was not successful:
. . ’ a) installp -C
Rejectlng, b) smit maintain_software
Deinstalling
* Cleanup failed
Broken * Remove software and reinstall
© Copyright IBM Corporation 2007
Figure 2-16. Software States You Should Know About AU1614.0
Notes:

Introduction

The AlX software vital product database uses software states that describe the status of
an install or update package.

The applied and committed states

When installing a program temporary fix (PTF) or update package, you can install the
software into an applied state. Software in an applied state contains the newly installed
version (which is active) and a backup of the old version (which is inactive). This gives
you the opportunity to test the new software. If it works as expected, you can commit
the software, which will remove the old version. If it does not work as planned, you can
reject the software, which will remove the new software and reactivate the old version.
Install packages cannot be applied. These will always be committed.
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Once a product is committed, if you would like to return to the old version, you must
remove the current version and reinstall the old version.

States indicating installation problems

If an installation does not complete successfully, for example, if the power fails during
the install, you may find software states like applying, committing, rejecting, or
deinstalling. To recover from this failure, execute the command installp -Cor use the
SMIT fastpath smit maintain software. Select Clean Up After Failed or Interrupted
Installation when working in SMIT.

The broken state

After a cleanup of a failed installation, you might detect a broken software status. In this
case, the only way to recover from the failure is to remove and reinstall the software
package.
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Predefined Devices (PdDv)

//’Pde:

type = “scsd"
class = "tape"
subclass = "scsi"
prefix = "rmt"

Séée =0
aééectable =1
led = 2418
setno = 54
msgno = 0

catalog = "devices.cat"

DvDr = "tape"

Define = "/etc/methods/define"
Configure = "/etc/methods/cfgsctape"
Change = "/etc/methods/chggen"
Unconfigure = "/etc/methods/ucfgdevice"
Undefine = "etc/methods/undefine"

Start = ""

Stop = mwn

uniquetype = "tape/scsi/scsd"

S

|

© Copyright IBM Corporation 2007

Figure 2-17. Predefined Devices (PdDv)

Notes:

The Predefined Devices (PdDv) object class

AU1614.0

The Predefined Devices (PdDv) object class contains entries for all devices supported
by the system. A device that is not part of this ODM class cannot be configured on an
AlIX system. Key attributes of objects in this class are described in the following

paragraphs.

type

Specifies the product name or model number, for example, 8 mm (tape).

class

Specifies the functional class name. A functional class is a group of device instances
sharing the same high-level function. For example, tape is a functional class name
representing all tape devices.
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subclass

Device classes are grouped into subclasses. The subclass scsi specifies all tape
devices that may be attached to a SCSI interface.

prefix

Specifies the Assigned Prefix in the customized database, which is used to derive the
device instance name and /dev name. For example, rmt is the prefix name assigned to
tape devices. Names of tape devices would then look like rmt0, rmt1, or rmt2.

base

This descriptor specifies whether a device is a base device or not. A base device is any
device that forms part of a minimal base system. During system boot, a minimal base
system is configured to permit access to the root volume group (rootvg) and hence to
the root file system. This minimal base system can include, for example, the standard
I/O diskette adapter and a SCSI hard drive. The device shown on the visual is not a
base device.

This flag is also used by the bosboot and savebase commands, which are introduced
later in this course.

detectable

Specifies whether the device instance is detectable or undetectable. A device whose
presence and type can be determined by the cfgmgr, once it is actually powered on and
attached to the system, is said to be detectable. A value of 1 means that the device is
detectable, and a value of 0 that it is not (for example, a printer or tty).

led

Indicates the value displayed on the LEDs when the configure method begins to run.
The value stored is decimal, but the value shown on the LEDs is hexadecimal (2418 is
972 in hex).

setno, msgno

Each device has a specific description (for example, SCSI Tape Drive) that is shown
when the device attributes are listed by the 1sdev command. These two descriptors are
used to look up the description in a message catalog.
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catalog

Identifies the file name of the national language support (NLS) catalog. The 1L.ANG
variable on a system controls which catalog file is used to show a message. For
example, if LANG is set to en_US, the catalog file /usr/lib/nls/msg/en_US/devices.cat is
used. If LANG is de DE, catalog /usr/lib/nls/msg/de_DE/devices.cat is used.

DvDr

Identifies the name of the device driver associated with the device (for example, tape).
Usually, device drivers are stored in directory /usr/lib/drivers. Device drivers are
loaded into the AIX kernel when a device is made available.

Define
Names the define method associated with the device type. This program is called when
a device is brought into the defined state.

Configure
Names the configure method associated with the device type. This program is called
when a device is brought into the available state.

Change
Names the change method associated with the device type. This program is called
when a device attribute is changed via the chdev command.

Unconfigure
Names the unconfigure method associated with the device type. This program is called
when a device is unconfigured by rmdev -1.

Undefine
Names the undefine method associated with the device type. This program is called
when a device is undefined by rmdev -1 -d

Start, Stop

Few devices support a stopped state (only logical devices). A stopped state means that
the device driver is loaded, but no application can access the device. These two
attributes name the methods to start or stop a device.
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uniquetype

This is a key that is referenced by other object classes. Objects use this descriptor as
pointer back to the device description in PdDv. The key is a concatenation of the class,
subclass and type values.

© Copyright IBM Corp. 1997, 2007 Unit 2. The Object Data Manager (ODM) 2-31

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Predefined Attributes (PdAt)

// PdAt: \\
uniquetype = "tape/scsi/scsd"
attribute = "block_size"
deflt = ""
values = "0-2147483648,1"
PdAt:
uniquetype = "disk/scsi/osdisk"
attribute = "pvid"
deflt = "none"
values = ""
PdAt:
uniquetype = "tty/rs232/tty"
attribute = "term"
deflt = "dumb"
values = ""
N >

© Copyright IBM Corporation 2007

Figure 2-18. Predefined Attributes (PdAt)

Notes:

The Predefined Attribute (PdAt) object class

AU1614.0

The Predefined Attribute (PdAt) object class contains an entry for each existing
attribute for each device represented in the PdDv object class. An attribute is any
device-dependent information, such as interrupt levels, bus 1/O address ranges, baud

rates, parity settings, or block sizes.

The extract out of PdAt that is given on the visual shows three attributes (block size,
physical volume identifier, and terminal name) and their default values.

The meanings of the key fields shown on the visual are described in the paragraphs

that follow.

uniquetype

This descriptor is used as a pointer back to the device defined in the PdDv object class.
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attribute

Identifies the name of the attribute. This is the name that can be passed to the mkdev or
chdev command. For example, to change the default name of durb to ilbm3151 for tty0,

you can issue the following command:

# chdev -1 tty0 -a term=ibm3151

deflt
Identifies the default value for an attribute. Nondefault values are stored in CuAt.

values

|dentifies the possible values that can be associated with the attribute name. For
example, allowed values for the block size attribute range from 0 to 2147483648, with

an increment of 1.
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Customized Devices (CuDv)

/

CuDv:
name = "entl"
status = 1
chgstatus = 2
ddins = "pci/goentdd"

location = "02-08"
parent = "pci2"
connwhere = "8"

CuDv:
name = "hdisk2"
status = 1
chgstatus = 2

ddins = "scdisk"
location = "01-08-01-8,0"
parent = "scsil"
connwhere = "8,0"
PdDvLn = "disk/scsi/scsd"

S

PdDvLn = "adapter/pci/14106902"

|

© Copyright IBM Corporation 2007

Figure 2-19. Customized Devices (CuDv)

Notes:

The Customized Devices (CuDv) object class

AU1614.0

The Customized Devices (CuDv) object class contains entries for all device instances
defined in the system. As the name implies, a defined device object is an object that a
define method has created in the CuDv object class. A defined device object may or
may not have a corresponding actual device attached to the system.

The CuDv obiject class contains objects that provide device and connection information
for each device. Each device is distinguished by a unique logical name. The customized
database is updated twice, during system bootup and at run time, to define new
devices, remove undefined devices and update the information for a device that has

changed.

The key descriptors in CuDv are described in the next few paragraphs.
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name

A customized device object for a device instance is assigned a unique logical name to
distinguish the device from other devices. The visual shows two devices, an Ethernet
adapter ent1 and a disk drive hdisk2.

status

Identifies the current status of the device instance. Possible values are:

- status = 0 - Defined

- status = 1 - Available

- status = 2 - Stopped

chgstatus

This flag tells whether the device instance has been altered since the last system boot.
The diagnostics facility uses this flag to validate system configuration. The flag can take
these values:

- chgstatus = 0 - New device

- chgstatus = 1 - Don't care

- chgstatus = 2 - Same

- chgstatus = 3 - Device is missing
ddins

This descriptor typically contains the same value as the Device Driver Name descriptor
in the Predefined Devices (PdDv) object class. It specifies the name of the device
driver that is loaded into the AlIX kernel.

location

|dentifies the physical location of a device. The location code is a path from the system
unit through the adapter to the device. In case of a hardware problem, the location code
is used by technical support to identify a failing device. In many AIX systems, the
location codes are labeled in the hardware, to facilitate the finding of devices.

parent

Identifies the logical name of the parent device. For example, the parent device of
hdisk2 is scsi1.
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connwhere

Identifies the specific location on the parent device where the device is connected. For
example, the device hdisk2 uses the SCSI address 8,0.

PdDvLn

Provides a link to the device instance's predefined information through the uniquetype
descriptor in the PdDv object class.
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Customized Attributes (CuAt)

4 )
CuAt:
name = "entl"
attribute = "jumbo frames"
value = "yes"
CuAt:
name = "hdisk2"
attribute = "pvid"
value = "00c35ba0816eafe50000000000000000"

N J

© Copyright IBM Corporation 2007

Figure 2-20. Customized Attributes (CuAt) AU1614.0

Notes:

The Customized Attribute (CuAt) object class

The Customized Attribute (CuAt) object class contains customized device-specific
attribute information.

Devices represented in the Customized Devices (CuDv) object class have attributes
found in the Predefined Attribute (PdAt) object class and the CuAt object class. There
is an entry in the CuAt object class for attributes that take customized values. Attributes
taking the default value are found in the PdAt object class. Each entry describes the
current value of the attribute.

Discussion of examples on visual

The sample CuAt entries on the visual show two attributes that have customized
values. The attribute 1ogin has been changed to enable. The attribute pvid shows the
physical volume identifier that has been assigned to disk hdiskO0.
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Additional Device Object Classes

PdCn: CuDvDr:
uniquetype = "adapter/pci/sym875" resource = "devno"
connkey = "scsi“ valuel = "36"
connWhere = "1,0" Value2 = "0!1
value3 = "hdisk3“
PdCn:
uniquetype = "adapter/pci/sym875" CuDvDr:
connkey = "scsi“ resource = "devno"
connwhere = "2,0" valuel = "36"
value2 = "1"
value3 = "hdisk2"
CuDep: CuVPD:
name = "rootvg" name = "hdisk2"
dependency = "hdé" vpd _type = 0
vpd = "*MFIBM *TM\n\
CuDen: HUS151473VL3800 *F03N5280
p'_ N N *R1.53343341*SNOO9DAFDF*ECH179
name = "datavg® 23D *P26K5531 *20\n\
dependency = "1v01 000004029F00013A*ZVMPSS43A
*7220068*2307220"
© Copyright IBM Corporation 2007
Figure 2-21. Additional Device Object Classes AU1614.0
Notes:
PdCn

The Predefined Connection (PdCn) object class contains connection information for
adapters (or sometimes called intermediate devices). This object class also includes
predefined dependency information. For each connection location, there are one or
more objects describing the subclasses of devices that can be connected.

The sample PdCn objects on the visual indicate that, at the given locations, all devices
belonging to subclass SCST could be attached.

CuDep

The Customized Dependency (CuDep) object class describes device instances that
depend on other device instances. This object class describes the dependence links
between logical devices and physical devices as well as dependence links between
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logical devices, exclusively. Physical dependencies of one device on another device are
recorded in the Customized Devices (CuDev) object class.

The sample CuDep objects on the visual show the dependencies between logical
volumes and the volume groups they belong to.

CuDvDr

The Customized Device Driver (CuDvDr) object class is used to create the entries in
the /dev directory. These special files are used from applications to access a device
driver that is part of the AlX kernel. The attribute valuel is called the major number and
is a unique key for a device driver. The attribute value2 specifies a certain operating
mode of a device driver.

The sample CuDvDr objects on the visual reflect the device driver for disk drives
hdisk2 and hdisk3. The major number 36 specifies the driver in the kernel. In our
example, the minor numbers 0 and 1 specify two different instances of disk dives, both
using the same device driver. For other devices, the minor number may represent
different modes in which the device can be used. For example, if we were looking at a
tape drive, the operating mode 0 would specify a rewind on close for the tape drive, the
operating mode 1 would specify no rewind on close for a tape drive.

CuVPD

The Customized Vital Product Data (CuVPD) object class contains vital product data
(manufacturer of device, engineering level, part number, and so forth) that is useful for
technical support. When an error occurs with a specific device, the vital product data is
shown in the error log.
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Checkpoint

1. In which ODM class do you find the physical volume IDs of
your disks?

2. What is the difference between state defined and available?

© Copyright IBM Corporation 2007

Figure 2-22. Checkpoint AU1614.0
Notes:
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Exercise 2: The Object Data Manager (ODM)
!%

» Review of device configuration ODM
classes

* Role of ODM during device configuration

» Creating self-defined ODM classes
(Optional)

s

© Copyright IBM Corporation 2007

Figure 2-23. Exercise 2: The Object Data Manager (ODM) AU1614.0

Notes:

Information about the exercise

At the end of the exercise, you should be able to:
- Describe some of the most important ODM files
- Use the ODM command line interface
- Explain how ODM classes are used by device configuration commands

An optional part of this exercise provides information on how to create self-defined
ODM classes. This should be very interesting for AIX system programmers.
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Unit Summary

<

e The ODM is made from object classes, which are broken
into individual objects and descriptors

e AlX offers a command line interface to work with the ODM
files

e The device information is held in the customized and the
predefined databases (Cu*, Pd*)

© Copyright IBM Corporation 2007

Figure 2-24. Unit Summary AU1614.0
Notes:
2-42 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Unit 3. System Initialization Part |

What This Unit Is About

This unit describes the boot process up to the point of loading the boot
logical volume. It describes the content of the boot logical volume and
how it can be re-created if it is corrupted.

The meaning of the LED codes is described and how they can be
analyzed to fix boot problems.

What You Should Be Able to Do

After completing this unit, you should be able to:

 Describe the boot process through to the loading of the boot logical
volume

 Describe the contents of the boot logical volume

« Interpret LED codes displayed during system boot and at system
halt

« Re-create the boot logical volume on a system which is failing to
boot

» Describe the features of a service processor

How You Will Check Your Progress

Accountability:
« Checkpoint questions

 Exercise
References
Online AlX Version 6.1 Operating system and device
management
Note: References listed as “online” above are available at the following
address:
http.//publib.boulder.ibm.com/infocenter/pseries/v6ri1/index.jsp
SA38-0509 RS/6000 @server pSeries Diagnostic Information for
Multiple Bus Systems
(at http://publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp)
SG24-5496 Problem Solving and Troubleshooting in AIX 5L
(Redbook)
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Unit Objectives

After completing this unit, you should be able to:

e Describe the boot process through to the loading the boot
logical volume

e Describe the contents of the boot logical volume

e Interpret LED codes displayed during boot and at system
halt

e Re-create the boot logical volume on a system which is
failing to boot

e Describe the features of a service processor

© Copyright IBM Corporation 2007

Figure 3-1. Unit Objectives AU1614.0

Notes:

Introduction

Hardware and software problems might cause a system to stop during the boot
process.

This unit describes the boot process of loading the boot image from the boot logical
volume and provides the knowledge a system administrator needs to have to analyze
the boot problem.
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3.1. System Startup Process
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How Does An AIX System Boot?

Check and initialize
the hardware
POST

Locate the boot image
using the boot list

Load the boot image
and pass control

Configure devices
(cfgmgr)

Start init and
process /etc/inittab

© Copyright IBM Corporation 2007

Figure 3-2. How Does An AIX System Boot? AU1614.0

Notes:

Check and initialize hardware (POST)

After powering on a machine, the hardware is checked and initialized. This phase is

called the Power On Self Test (POST). The goal of the POST is to verify the
functionality of the hardware.

Locate and load the boot image

After the POST is complete, a boot image is located from the bootlist and is loaded into
memory. During a normal boot, the location of the boot image is usually a hard drive.
Besides hard drives, the boot image could be loaded from tape or CD-ROM. This is the
case when booting into maintenance or service mode. If working with the Network
Installation Manager (NIM), the boot image is loaded through the network.
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To use an alternate boot location you must invoke the appropriate bootlist by pressing
function keys during the boot process. There is more information on bootlists, later in

the unit.

Last steps

Passing control to the operating system means that the AlX kernel (which has just been
loaded from the boot image) takes over from the system firmware that was used to find
and load the boot image. The operating system is then responsible for completing the
boot sequence. The components of the boot image are discussed later in this unit.

All devices are configured during the boot process. This is performed in different
phases of the boot by the cfgmgr utility.

Towards the end of the boot sequence, the init process is started and processes the
/etc/inittab file.
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Loading of a Boot Image

Firmware

dfv?gés (1) Diskette

(2) CD-Rom
(3) Internal disk -
(4) Network

Boot
controller

Boot Logical Volume
(hd5)

© Copyright IBM Corporation 2007

Figure 3-3. Loading of a Boot Image

Notes:

Introduction

AU1614.0

This visual shows how the boot logical volume is found during the AIX boot process.

Machines use one or more bootlists to identify a boot device. The bootlist is part of the

firmware.

Bootstrap code

System p and pSeries systems can manage several different operating systems. The

hardware is not bound to the software. The first block of the boot disk contains

bootstrap code that is loaded into RAM during the boot process. This part is sometimes
referred to as System Read Only Storage (ROS). The bootstrap code gets control. The

task of this code is to locate the boot logical volume on the disk, and load the boot

image. In some technical manuals, this second part is called the Software ROS. In the

case of AlX, the boot image is loaded.
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Compression of boot image

To save disk space, the boot image is compressed on the disk. During the boot process
the boot image is uncompressed and the AIX kernel gets boot control.
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Contents of the Boot Logical Volume (hd5)

AlIX Kernel RAMFS Reduced ODM

© Copyright IBM Corporation 2007

Figure 3-4. Contents of the Boot Logical Volume (hd5) AU1614.0

Notes:

AIX kernel

The AIX kernel is the core of the operating system and provides basic services like
process, memory and device management. The AlIX kernel is always loaded from the
boot logical volume. There is a copy of the AlIX kernel in the hd4 file system (under the
name /unix), but this program has no role in system initialization. Never remove /unix,
because it's used for rebuilding the kernel in the boot logical volume.

RAMFS

This RAMFS is a reduced or miniature root file system which is loaded into memory and
used as if it were a disk based file system. The contents of the RAMFS are slightly
different depending on the type of system boot:
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Type of boot Contents of RAM file system
Programs and data necessary to access rootvg and
bring up the rest of AlX

Boot from system hard disk

Boot from the Installation Programs and data necessary to install AIX or
CD-ROM perform software maintenance

Boot from Diagnostics Programs and data necessary to execute standalone
CD-ROM diagnostics

Reduced ODM

The boot logical volume contains a reduced copy of the ODM. During the boot process
many devices are configured before hd4 is available. For these devices the
corresponding ODM files must be stored in the boot logical volume.
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Boot Device Alternatives

e Boot device is first one found with a boot image in bootlist

e If boot device is removable media (CD, DVD, Tape) — boots to the
Install and Maintenance m7enu

e If the boot device is a network adapter — boot result depends on
NIM configuration for client machine:
— nim —o bos_inst : Install and Maintenance menu
— nim —o maint_boot : Maintenance menu
— nim —o diag : Diagnostic menu
e [f boot device is a disk — boot depends on “service key” usage
— Normal mode boot — boot to multi-user
— Service mode boot — Diagnostic menu
— Two types of service mode boots:
» Requesting default service bootlist (key 5 or F5)
» Requesting customized service bootlist (key 6 or F6)
« HMC advanced boot options support both of the above options

© Copyright IBM Corporation 2007

Figure 3-5. Boot Device Alternatives AU1614.0

Notes:

Boot alternatives

The device the system will boot off of is the first one it finds in the designated bootlist.

Whenever the effective boot device is bootable media, such as a mksysb tape/CD/DVD
or installation media, the system will boot to the Install and Maintenance menu.

If the booting device is a network adapter, the mode of boot depends on the
configuration of the NIM server which services the network boot request. If the NIM
server is configured to support an AlX installation or a mksysb recover, then the system
will boot to Install and Maintenance. If the NIM server is configured to serve out a
maintenance image, then the system boots to a Maintenance menu (a sub-menu of
Install and Maintenance). If the NIM server is configured to serve out a diagnostic
image, then we boot to a diagnostic mode.

There are other ways to boot to a diagnostic utility. If the booting device is a CD with a
diagnostic CD in the drive, we boot into that diagnostic utility. If a service mode boot is
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requested and the booting device is a hard drive with a boot logical volume, then the
system boots into the diagnostic utilities.

The system can be signaled which bootlist to use during the boot process. The default
is to use the normal bootlist and boot in a normal mode. This can be changed during a
window of opportunity between when the system discovers the keyboard and before it
commits to the default boot mode. The signal may be generated from the system
console (this may be an HMC provided virtual terminal) or from a service processor
attached workstation (such as an HMC) which can simulate a keyboard signal at the
right moment.

The keyboard signal that is used can vary from firmware to firmware, but the most
common is a numeric 5 to indicate the firmware provide service bootlist and a numeric 6
to indicate the customizable service bootlist. Either of these special keyboard signals
will result in a service mode boot, which as we stated can cause a boot to diagnostic
mode when booting off a boot logical volume on your hard drive.
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How to Fix a Corrupted BLV

Boot from bootable

media: Select volume group
M CD, tape or NIM that contains hd5
- ~
or Maintenance /
> 1 Access a Root Volume Group
or

HMC boot option # bosboot -ad /dev/hdiskO
Diagnostic with
default bootlist # shutdown -Fr
or

(F1 or #1
to set SMS N J
options)

© Copyright IBM Corporation 2007

Figure 3-6. How to Fix a Corrupted BLV AU1614.0

Notes:

Maintenance mode

If the boot logical volume is corrupted (for example, bad blocks on a disk might cause a
corrupted BLV), the machine will not boot.

To fix this situation, you must boot your machine in maintenance mode, from a CD or
tape. If NIM has been set up for a machine, you can also boot the machine from a NIM
master in maintenance mode. NIM is actual a common way to do special boots in either
a Cluster 1600 or a logical partition environment.

Bootlists

The bootlists are set using the bootlist command or the System Management
Services (SMS) program. Most machines support a normal and service bootlist. If your
model supports this, you will use a function key during bootup to select the appropriate
list. Normally, pressing ¥5 when you hear the tone that indicates keyboard discovery
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during bootup will force the machine to use the firmware default bootlist which lists
media devices first. So, it will check for a bootable CD or tape before looking for a disk
to boot.

Default service bootlist

The System p and pSeries systems support up to five boot devices. Some models only
support four. Pressing F5 or 5 key at the right time during boot will invoke the default
service bootlist. The default service bootlist is fixed in the firmware code and has the
following sequence:

1) Diskette drive

2) CD-ROM

3) Internal disk

4) Communication adapter

Using this list ensures that it will first attempt booting with the CD-ROM before any hard
drive.

Use the correct installation CD

Be careful to use the correct AlX installation CD (or NIM spot, or mksysb tape) to boot
your machine. For example, you should not boot an AIX 5L V5.3-00 installed machine
with an AIX 5L V5300-03 installation CD (you must match the version, release, and
maintenance level). The same applies to the NIM spot level when using a network boot
with NIM as the server of the boot image. A common error you may experience if there
is a mismatch is an infinite loop of /etc/getrootfs errors when trying to access the
rootvg in maintenance mode.

Recreating the boot logical volume

After booting from CD, tape or NIM an Installation and Maintenance Menu is shown
and you can startup the maintenance mode. We will cover this later in this unit. After
accessing the rootvg, you can repair the boot logical volume with the bosboot
command. You need to specify the corresponding disk device, for example hdiskO:

bosboot -ad /dev/hdisk0

It is important that you do a proper shutdown. All changes need to be written from
memory to disk.

The bosboot command requires that the boot logical volume (hd5) exists. If you ever
need to re-create the BLV from scratch, maybe it had been deleted by mistake or the
LVCB of hd5 has been damaged, the following steps should be followed:

1. Boot your machine in maintenance mode (from CD or tape (F5 or 5) or use (F1 or
1) to access the Systems Management Services (SMS) to select boot device).
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2. Remove the old hd5 logical volume.
# rmlv hd5

3. Clear the boot record at the beginning of the disk.
# chpv -c hdisk0

4. Create a new hd5 logical volume: one physical partition in size, must be in
rootvg and outer edge as intrapolicy. Specify boot as logical volume type.
# mklv -y hd5 -t boot -a e rootvg 1

5. Run the bosboot command as described on the visual.
# bosboot -ad /dev/hdisk0

6. Check the actual bootlist.
# bootlist -m normal -o

7. Write data immediately to disk.
# sync
# sync

8. Shutdown and reboot the system.
# shutdown -Fr

By using the internal command ipl varyon -i, you can check the state of the boot
record.

3-14 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Working with Bootlists

* Normal Mode:

# bootlist -m normal hdiskO hdiskl
# bootlist -m normal -o

hdiskO blv=hd5

hdiskl blv=hd5

» Service Mode:

# bootlist -m service -o
cdo

hdiskO0 blv=hd5

ent0

# diag

TASK SELECTION LIST
Display Service Hints
Display Software Product Data
Display or Change Bootlist
Gather System Information

© Copyright IBM Corporation 2007

Figure 3-7. Working with Bootlists AU1614.0

Notes:

Introduction

You can use the command bootlist or diag from the command line to change or
display the bootlists. You can also use the System Management Services (SMS)
programs. SMS is covered on the next visual.

bootlist command

The bootlist command is the easiest way to change the bootlist. The first example
shows how to change the bootlist for a normal boot. In this example, we boot either from
hdisk0 or hdisk1. To query the bootlist, you can use the -o option.

The second example shows how to display the service mode bootlist.

The bootlist command also allows you to specify IP parameters to use when specifying
a network adapter:
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» # bootlist -m service ent0 gateway=192.168.1.1 bserver=192.168.10.3 \
client=192.168.1.57

Using the service bootlist in this way can allow you to boot to maintenance or diagnostic
using a NIM server without having to specify use SMS to specify the network adapter as
the boot device.

diag command

The diag command is part of the package bos.rte.diag which allows diagnostic tasks.
One part of these diagnostic tasks allows for displaying and changing bootlists. Working
with the diag command is covered later in the course.

Types of bootlists

The custom bootlist is the normal bootlist set using the bootlist command, the diag
command, or the SMS programs. The normal bootlist is used during a normal boot. The
default bootlist is called when F5 or F6 is pressed during the boot sequence. Most
machines, in addition to the default bootlist and the customized normal bootlist, allow for
a customized service bootlist. This is set using mode service with the bootlist
command. The default bootlist is called when F5 is pressed during boot. The service
bootlist is called when Fé6 is pressed during boot. (For POWERS and POWERG systems,
the numeric 5 or 6 key is used.) For machines which are partitioned into logical
partitions, the HMC is used to boot the partitions and it provide for specifying boot
modes, thus eliminating the need to time the pressing of special keys. Since pressing
either 5/F5 or 6/F6 causes a service boot and a service boot using a boot logical volume
will result in booting to diagnostics, these options are referred to as booting to diagnostic
either with the default bootlist or the stored (customizable) bootlist.

Here is a list summarizing the boot modes and the manual keys associated with them
(this may vary depending on the model of your machine):

- F1 (graphic console) or 1 (ASCII console and newer models): Start System
Management Services

- F5 (graphic console) or 5 (ASCII console and newer models): Start a service boot
using the default service bootlist (which searches the removable media first). If
booting off disk, will boot to diagnostics.

- F6 (graphic console) or 6 (ASCII console and newer models): Start a service boot
using the customized service bootlist. If booting off of disk, will boot to diagnostics.

You may find variations on the different models of AlX systems. Refer to the User’s
Guide for your specific model at:
http.//publib.boulder.ibm.com/infocenter/pseries/index.jsp ?topic=/com.ibm.pseries.doc/
hardware.htm.
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Starting System Management Services

e Reboot or power on the system
e Press F1 or numeric 1 | or specify SMS on HMC activate
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SMS Menu
Open Firmware

Default Boot List
Stored Boot List

Memory //keyboard Network SCSI ‘\\
© Copyright IBM Corporation 2007
Figure 3-8. Starting System Management Services AU1614.0
Notes:

SMS ASCII and graphic modes

You can also change the bootlist with the System Management Services (SMS). The
SMS programs are integrated into the hardware (they reside in NVRAM).

The visual shows how to start the System Management Services in ASCIl mode seen
on newer systems. There is an equivalent graphic menu seen on older systems. During
system boot, shortly before the firmware looks for a boot image, it discovers some basic
hardware on the system. At this point the LED usually will display a value of E1F1. As
the devices are discovered, either a text name or graphic icon for the resource will
display on the screen. The second item is usually the keyboard. When the keyboard is
discovered, a unique double beep tone is usually sounded. Having discovered the
keyboard, the system is ready to accept input that will override the default behavior of
conducting a normal boot. But once the last icon or name is displayed, the system starts
to use the bootlist to find the boot image and it is too late to change it. One of the
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keyboard actions you may do during this brief period of time is to press the F1 (or
numeric 1) key to request that the system boot using SMS firmware code.

SMS on LPAR systems
To start the SMS profile under a POWER4 HMC:

From the Server and Partition: Server Management application, select the profile
for the partition and change the boot mode to SMS. Then, activate the partition using
this profile. Be sure to check the Open Terminal box when activating.

To start SMS using the Advanced Option for Power On under a POWERS5 or POWERG6
HMC:

Activate the partition using the SMS boot mode. Do this by clicking the Advanced
button when activating the partition. In the Boot Mode drop down, select SMS. Do

not forget to choose to open a terminal window. The partition will stop at the SMS
menu.
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Working with Bootlists in SMS (1 of 2)

-

~

P
Multiboot
B

System Management Services

Main Menu

1. Select Language

2. Setup Remote IPL
(Initial Program

3. Change SCSI S

1. Select Install/Boot Device
2. Configure Boot Device Order
3. Multiboot Startup <OFF>

4 N\

Configure Boot Device Order
\===> 5 ) 1. Select 1lst Boot Device
2. Select 2nd Boot Device
4 A 3. Select 3rd Boot Device
Select Device Type 4. Select 4th Boot Device
1. Diskette *\\\\\\\\\\ 5. Select 5th Boot Device
2. Tape 6. Display Current Setting
3. CD/DVD \\\\\\\‘7. Restore Default Setting
4. IDE \\\\
5. Hard Drive ——=> ]
6. Network
7. None \ J
8. List All Devices
===> 8§
G J
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Figure 3-9. Working with Bootlists in SMS AU1614.0
Notes:

Working with the bootlist

In the System Management Service menu, select Boot Options to work with the
bootlist. The menu differs on the various models and firmware levels, but the one shown
here is fairly standard and is used by the firmware when booting a logical partition.

The next screen is the Multiboot menu. It allows you to either specify a specific device
to boot with right now, modify the customized bootlists (with the intent of booting using
one of them), or to request that you be prompted at each boot for the device to boot
from (multiboot option).

The focus here is the second option to modify the customized bootlist. The Configure
Bootlist Device Order panel allows us to either list or modify the bootlist. You select
which position in the bootlist you wish to modify and then it prompts you to identify the
device you want to use.
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Select the device type. If you do not have many bootable devices it is sometimes easier
to use the List All Devices option.
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Working with Bootlists in SMS (2 of 2)

4 Select Device h
Device Current Device
Number Position Name
1. = IBM 10/100/1000 Base-TX PCI-X Adapter
( 1oc=U789D.001.DQDWAYT-P1-C5-T1 )
2. = SAS 73407 MB Harddisk, part=2 (AIX 6.1.0)
( 1loc=U789D.001.DQDWAYT-P3-D1 )
3. 1 SATA CD-ROM
( 1oc=U789D.001.DQDWAYT-P1-T3-L8-L0O )
4. None Y ~
Select Task
===> 2
SAS 73407 MB Harddisk, part=2 (AIX 6.1.0)
N ( 1loc=U789D.001.DQODWAYT-P3-D1 )
1. Information
2. Set Boot Sequence: Configure as 1lst Boot Device
===> 2
L Current Boot Sequence
1. SAS 73407 MB Harddisk, part=2 (AIX 6.1.0)
( 1loc=U789D.001.DQDWAYT-P3-D1 )
2. None
3. None
4. None
© Copyright IBM Corporation 2007
Figure 3-10. Working with Bootlists (2 of 2) AU1614.0
Notes:

Selecting bootlist devices

For each position in the bootlist, you can select a device. The location code provided
with each device in the list allows you to uniquely identify devices that otherwise might
be confused. Once you have selected a device, you need to “set” that selection. You
can repeat this for each position. The other option is to clear a device by specifying
none as an option for that position.

Exiting out of SMS will always trigger a boot attempt. If you have not specified a
particular device for this boot, it will use the bootlist you have set in SMS.
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Service Processors and Boot Failures
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(oderd 1, IBM Support
953, Center
Automatic transmittal of L
boot failure information CRNTATTIRINT
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Figure 3-11. Service Processors and Boot Failures AU1614.0
Notes:
Introduction

The service processor allows actions to occur even when the regular processors are
down.

Calling IBM support center

Service processors can be set up to automatically call an IBM support center (or any
other site) in case of a boot failure. An automatic transmittal of boot failure information
takes place. This information includes LED codes and service request numbers, that
describe the cause of the boot failure.

If the data is sent to an IBM Service Center, the information is extracted and placed in a
problem record. IBM Service personnel will call the customer to find out if assistance is
requested.
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In partitioned systems, the HMC receives the information from the service processors
on the systems it manages and the HMC Service Aid component is the utility which
places the call-home to the IBM Service Center.

A valid service contract is a prerequisite for this call-nome feature of the service
processor or the HMC service aid.

Other features

Other features of the service processor are:

- Console mirroring to make actions performed by a remote technician visible and
controllable by the customer.

- Remote as well as local control of the system (power on/off, diagnostics,
reconfiguration, and maintenance).

- Run-time hardware and operating system surveillance. If, for example, a CPU fails,
the service processor would detect this, reboot itself automatically, and run without
the failed CPU.

- Timed power on and power off, reboot on crash, and reboot on power loss.
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Let's Review

1. True or False? You must have AlX loaded on your system to use
the System Management Services programs.

2. Your AIX system is currently powered off. AlX is installed on
hdisk1 but the bootlist is set to boot from hdisk0. How can you
fix the problem and make the machine boot from hdisk1?

3. Your machine is booted and at the # prompt.
a) What is the command that will display the bootlist?

b) How could you change the bootlist?

4. What command is used to build a new boot image and write it to
the boot logical volume?

5. What script controls the boot sequence?

© Copyright IBM Corporation 2007

Figure 3-12. Let’s Review AU1614.0
Notes:
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3.2. Solving Boot Problems
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Accessing a System That Will Not Boot
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the BOS CD-ROM, tape
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network device (NIM)
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~ Recover data
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Figure 3-13. Accessing a System That Will Not Boot AU1614.0

Notes:

Introduction

Before discussing LED/LCD codes that are shown during the boot process, we want to
identify how to access a system that will not boot. The maintenance mode can be
started from an AIX CD, an AIX bootable tape (like a mksysb), or a network device that

has been prepared to access a NIM master. The devices that contain the boot media
must be stored in the bootlists.

Boot into maintenance mode

To boot into maintenance mode:

- AIX 5L V5.3 and AIX 6.1 systems support the bootlist command and booting from
a mksysb tape, but the tape device is, by default, not part of the boot sequence.

- If planning to boot off media in an LPAR environment, check that the device adapter
slot is allocated to the LPAR in question. If not you may need to use a dynamic
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LPAR operation on the HMC to allocate that slot. Remember to rerun c£gmgr to
discover the device after it has been allocated.

Verify your bootlist, but do not forget that some machines do not have a service
bootlist. Check that your boot device is part of the bootlist:

# bootlist -m normal -o

If you want to boot from your internal tape device you need to change the bootlist
because the tape device by default is not part of the bootlist. For example:

# bootlist -m normal cd0 rmt0 hdiskO

Insert the boot media (either tape or CD) into the drive.

Power on the system. The system begins booting from the installation media. After
several minutes, c31 is displayed in the LED/LCD panel which means that the
software is prompting on the console for input (normally to select the console device
and then select the language). After making these selections, you see the
Installation and Maintenance menu.

For partitioned systems with an HMC, you can also use the HMC to access SMS and
then select the bootable device, which would bypass the use of a bootlist.

You can also use a NIM server to boot to maintenance. For this you would need to place
your system’s network adapter in your customized service bootlist before any other
bootable devices, or use SMS to specifically request boot over that adapter (the later
option is most common).

# bootlist -m service ent0 gateway=192.168.1.1 \
bserver=192.168.10.3 client=192.168.1.57

You would also need to set up the NIM server to provide a boot image for doing a
maintenance boot. For example, at the NIM server:

# nim -o maint boot -spot <spotname> <client machine object
name>
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Booting in Maintenance Mode

4 )
Welcome to Base Operating System

Installation and Maintenance

Define the System
Console

Type the number of your choice and press Enter.
Choice is indicated by >>>.

>>> 1 Start Install Now with Default Settings

2 Change/Show Installation Settings and Install
= 3 Start Maintenance Mode for System Recovery
1 4 Configure Network Disks (iISCSI)

e PR >>> Choice [1]: 3
Maintenance \_ |
v

&

Type the number of your choice and press Enter.

>>> 1 Access a Root Volume Group
2 Copy a System Dump to Removable Media
3 Access Advanced Maintenance Functions
4 Erase Disks
5 Configure Network Disks (iSCSI)
6 Install from a System Backup

\Choice [1]: 1

Figure 3-14. Booting in Maintenance Mode AU1614.0

Notes:

First steps

When booting in maintenance mode you first have to identify the system console that
will be used, for example your virtual console (vty), graphic console (Ift), or serial
attached console (tty that is attached to the S1 port).

After selecting the console, the Installation and Maintenance menu is shown.

As we want to work in maintenance mode, we use selection 3 to start up the
Maintenance menu.

From this point, we access our rootvg to execute any system recovery steps that may
be necessary.
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Working in Maintenance Mode

4 ™

Access a Root Volume Group

Type the number for a volume group to display the logical volume information
and press Enter.

1) Volume Group 00c35ba000004c00000001153ce1c4b0 contains these disks:
hdisk1 70006 02-08-00 hdisk0 70006 02-08-00

Choice: 1
<
4 q )
Volume Group Information
Volume Group ID 00c35ba000004c00000001153ce1c4b0 includes the following
logical volumes:
hd5 hd6 hd8 hd4 hd2  hd9var
hd3 hd1  hd10opt
Type the number of your choice and press Enter.
1) Access this Volume Group and start a shell
2) Access this Volume Group and start a shell before mounting filesystems
99) Previous Menu
Choice [99]: 1
£
© Copyright IBM Corporation 2007
Figure 3-15. Working in Maintenance Mode AU1614.0
Notes:

Select the correct volume group

When accessing the rootvg in maintenance mode, you need to select the volume
group that is the rootvg. In the example, two volume groups exist on the system. Note
that only the volume group IDs are shown and not the names of the volume groups.
Check with your system documentation that you select the correct disk. Do not rely to
much on the physical volume name but more on the PVID, VGID, or SCSI ID.

After selecting the volume group, it will show the list of logical volumes contained in the
volume group. This is how you confirm you have selected rootvg. Two selections are
then offered:

- Access this Volume Group and start a shell
- Access this Volume Group and start a shell before mounting file systems
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Access this Volume Group and start a shell

When you choose this selection the rootvg will be activated (varyonvg command), and
all file systems belonging to the rootvg will be mounted. A shell will be started which can
be used to execute any system recovery steps.

Typical scenarios where this selection must be chosen are:
- Changing a forgotten root password
- Re-creating the boot logical volume

- Changing a corrupted bootlist

Access this Volume Group and start a shell before mounting file
systems

When you choose this selection, the rootvg will be activated, but the file system
belonging to the rootvg will not be mounted.

A typical scenario where this selection is chosen is when a corrupted file system needs
to be repaired by the £sck command. Repairing a corrupted file system is only possible
if the file system is not mounted.

Another scenario might be a corrupted hd8 transaction log. Any changes that take place
in the superblock or i-nodes are stored in the log logical volume. When these changes
are written to disk, the corresponding transaction logs are removed from the log logical
volume.

A corrupted transaction log must be reinitialized by the logform command, which is
only possible, when no file system is mounted. After initializing the log device, you need
to do a file system repair for all file systems that use this transaction log. Beginning with
AIX 5L V5.1 you have to explicitly specify the file system type: JFS or JFS2:

logform -V jfs /dev/hd8
fsck -y -V jfs /dev/hdl
fsck -y -V jfs /dev/hd2
fsck -y -V jfs /dev/hd3
fsck -y -V jfs /dev/hd4
fsck -y -V jfs /dev/hd9var
fsck -y -V jfs /dev/hdl0opt
exit

H 3= = H I K

Keep in mind that US keyboard layout is used but you can use the retrieve function by
using set -o emacs Or set -o vi.
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Progress and Reference Codes

e Progress Codes
e System Reference Codes (SRCs)
e Service Request Numbers (SRNs)

e Obtained from:
— Front panel of system enclosure
— HMC or IVM (for logically partitioned systems)
— Operator console message or diagnostics (diag utility)

e Online hardware and AIX documentation available at:
http://publib.boulder.ibm.com/infocenter/systems
— Search for: “service support troubleshooting”
» Customer Service, Support, and Troubleshooting manual
» Covers procedures and lists of reference codes
— For AIX progress codes, search for “AlIX Progress Codes”
— For AIX message codes, click on Message Center

e RS/6000 @server pSeries Diagnostic Information for Multiple
Bus Systems (SA38-0509)

© Copyright IBM Corporation 2007

Figure 3-16. Progress and Error Indicators AU1614.0

Notes:

Introduction

AIX provides progress and error indicators (display codes) during the boot process.
These display codes can be very useful in resolving startup problems. Depending on
the hardware platform, the codes are displayed on the console and the operator panel.

With AIX 5L V5.2 and later, the operator panel also displays some text messages, such
as AlX is starting, during the boot process. For the purpose of this discussion, we will
focus on the numeric codes and their meanings.

Operator panel

For non-LPAR systems, the operator panel is an LED display on the front panel.
POWER4, POWERS5 and POWERG6-based systems can be divided into multiple Logical
Partitions (LPARSs). In this case, a system-wide LED display still exists on the front
panel. However, the operator panel for each LPAR is displayed on the screen of the
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Hardware Management Console (HMC). The HMC is a separate system which is
required when running multiple LPARs.

Progress codes and other reference codes

Reference codes can have various sources:

- Diagnostics:
Diagnostics or error log analysis can provide Service Request Numbers (SRNs)
which can be used to determine the source of a hardware or operating system
problem.

- Hardware initialization:
System firmware sends boot status codes (called firmware checkpoints) to the
operator panel. Once the console is initialized, the firmware can also send 8-digit
error codes to the console.

- AlXinitialization:
The rc.boot script and the device configuration methods send progress and error
codes to the operator panel.

Codes from the hardware/firmware or from AlX initialization scripts fall into two
categories:

- Progress Codes: These are checkpoint indicating the stages in the initial program
load (IPL) or boot sequence. They do not necessarily indicate a problem unless the
sequence permanently stops on a single code or a rotating sequence of codes.

- System Reference Codes (SRCs): These are error codes indicating that a problem
has originated in hardware, Licensed Internal Code (firmware), or in the operating
system.

Documentation

Note: all information on Web sites and their design is based upon what is available at
the time of this course revision. Web site URLs and the design of the related Web
pages often change.

Online hardware documentation and AIX message codes are available at:
http.://publib.boulder.ibm.com/infocenter/systems

- The content area has popular links, such as the “Systems hardware service,
support, and troubleshooting” link which take you to a page where you can
download the PDF for the “Customer Service, Support, and Troubleshooting”
manual.

- The content area also has links to finder tools, such as the “Systems Hardware code
finder”.

- If there is not a link for what you need, the “search for” filed can be vary useful. For
example, if you want to see the latest documentation on the AlX progress codes,

3-32 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

simply type in your request and you will find a link to a list of codes in the search
result list.

- A search for the AIX message center provides access to not only codes but the
messages that commands display when there is a problem.

In addition to the support site we discuss here, there is another infocenter that provide
hardware documentation:

http://publib.boulder.ibm.com/infocenter/pseries
This takes you to the IBM System p and AIX Information Center.
In the left hand navigation area, there are two links.

- The first link represents the default page which, in the content area has useful links
for System p hardware information. For example, by clicking “Support for System p
products”, you will be taken to the IBM System p and AIX Information Center Web
page. From there you would identify your hardware and software combination
(System p and AlX) and click go.

- The second link in the navigation area is titled (at the time of this writing “System p
Hardware”). In reality, selecting this expands the navigation list to provide access to
a list of links for older pseries and RS/6000 systems.

- Other useful links in the navigation area are:
« AlIX Documentation
« AlIX Resources

« AIX Message Center

There is a hardcopy book (also available online and as a downloadable PDF file) called
RS/6000 @server pSeries Diagnostic Information for Multiple Bus Systems
(SA38-0509). Chapter 30. AlIX diagnostic numbers and location codes provides
descriptions for the numbers and characters that display on the operator panel and
descriptions of the location codes used to identify a particular item.
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Firmware Checkpoints and Error Codes

LED/LCD
Monitor display
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Figure 3-17. Firmware Checkpoints and Error Codes AU1614.0

Notes:

Firmware checkpoints

AIX systems use the LED/LCD display to show the current boot status. These boot
codes are called firmware checkpoints.

Error codes

If errors are detected by the firmware during the boot process, an error code is shown

on the monitor. For example, the error code 20EE000B indicates that a boot record
error has occurred.
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LED 888 Code

Software

Yes

Reset for
crash code

Reset for
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C%%% Hardware or

Software

Reset twice
for SRN
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|

Reset once
for FRU

Reset /

Reset 8 times
for location code
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Optional

codes for

hardware
failure

Figure 3-18. LED 888 Code

Notes:

What is the 888 code?

AU1614.0

Another type of error you may encounter is an LED 888 code. The 888 may or may not
be flashing on the operator panel display.

An 888 sequence in the operator panel display suggests that either a hardware or
software problem has been detected and a diagnostic message is ready to be read.
Record, in sequence, every code displayed after the 888. On systems with a 3-digit or a
4-digit operator panel, you may need to press the system’s reset button to view the
additional digits after the 888. Stop recording when the 888 digits reappear.
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102 code

A 102 code indicates that a system dump has occurred; your AlIX kernel crashed due to
bad circumstances. You may need to press the reset button so the dump code can be

obtained. We will cover more on system dumps in Unit 10, The AIX System Dump
Facility.

103 code

A 103 may be hardware or software related. More frequent are hardware errors, but a
corrupted boot logical volume may also lead to an 888-103 code.

You may need to press the reset button twice to get a Service Request Number, that
may be used by IBM support to analyze the problem.

In case of a hardware failure, you get the sequence number of the Field Replaceable

Unit (FRU) and a location code. The location code identifies the physical location of a
device.
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Understanding the 103 Message

888 103 104 101 c01[100 204 313 400 500 600 702 800 |

R

04 C 0 0 O 2 0 LOCATION CODE

# OF FRU SEQUENCE (7st defect part)

SRN IDENTIFYING THE FRU (104-101)
» TYPE OF READ-OUT (103)

00=0 11=A 21=K 31=U
01=1 12=B 22=L 32=V
02=2 13=C 23=M 33=w
03=3 14=D 24=N 34=X
04=4 15=E 25=0 35=Y
05=5 16=F 26=P 36=2
06=6 17=G 27=Q
07=7 18=H 28=R
08=8 19=I 29=8
09=9 20=J 30=T

FRU = Field Replaceable Unit SRN = Service Request Number

© Copyright IBM Corporation 2007

Figure 3-19. Understanding the 103 Message AU1614.0

Notes:

Example

This visual shows an example 888 sequence.
- 103 determines that the error may be hardware or software related.

- 104-101 provides the Service Request Number for technical support. This number
together with other system related data is used to analyze the problem.

- c01 identifies the first defect part. More than one part could be described in a 888
sequence.

- The next eight identifiers describe the location code of the defect part. These
identifiers must be mapped with the shown table to identify the location code. In this
example the location code is 04-C0-00-2,0, which means that the SCSI device with
address 2,0 on the built-in SCSI controller causes the flashing 888.
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What about HMC controlled logically partitioned?

While the above procedure can be used on to identify failing components at a System p
operator panel, many installations have moved to installing AlX in logical partitions of
these systems and manage them from the HMC.

Hardware problems will be reported to the Service Focal Point on the HMC which
manages a System p platform. The location of the component will be communicated
using physical location codes rather than the AlX location code (some partitions may be
running other operating systems).

For an individual AlX partition, there will still be a code on the HMC across from the
LPAR icon indicating when a crash with dump has occurred.

Management and configuration of System p hardware is now covered in the Logical
Partitioning courses. The first in the series (as of this writing) is AU730:System p LPAR
and Virtualization I: Planning and Configuration.
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Problem Reporting Form (1 of 2)

*Search for “Problem Reporting Form” at information center
- Iltems to fill in:

* Your name, Mailing address, Telephone number, Fax number

* IBM customer number, if available

* Date and time that the problem occurred

* Description of the problem

» Machine type, Model, Serial number

* Logical partition state, Logical partition ID

* Logical partition operating system, version, and release

* IPL type, IPL mode

* Message ID, Message text

* From/send program, Instruction number

* To/receive program, Instruction number

* Service request number (SRN) SRN:

* In what mode were AIX hardware diagnostics run?

Online? Stand-alone? Service mode? Concurrent mode?
* Go to the HMC or control panel and indicate whether the following lights
are on: Power On. System Attention
(continued on next page)

© Copyright IBM Corporation 2007

Figure 3-20. Problem Reporting Form (1 of 2) AU1614.0

Notes:

When to use the Problem Summary Form

For every problem that comes up on your AlX system, not only boot problems, fill out
the Problem Summary Form.

This information is used by IBM Support to analyze your problem.
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Problem Reporting Form (2 of 2)

+ Using the HMC (reference code history) or control panel (using increment
button), find and record the values for functions 11 through 19.

(See Collecting reference codes and system information for step-by-step
instructions on finding reference codes. )

* Use the grid to record the characters shown on the HMC.

20 (if you use the HMC) Machine type: Model: Processor feature code: IPL
type:

Note: For item 20:
if HMCv7: Use Serviceability ... Control Panel Functions
if pre HMCv7: Use Service Focal Point ... Service Utilities... Operator Panel

Service Functions

© Copyright IBM Corporation 2007

Figure 3-21. Problem Reporting Form (2 or 2) AU1614.0
Notes:
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Firmware Fixes

e The following types of firmware (Licensed Internal Code) fixes
are available:

— Server firmware
— Power subsystem firmware
— |/O adapter and device firmware

e Types of firmware maintenance:
— Disruptive (always for upgrades to new version/release)
— Concurrent (only if using HMC interface for service pack)

e Firmware maintenance can be done:
— Using the HMC
— Through the operating system (service partition)

e Systems with an HMC should normally use the HMC

e Firmware maintenance through the operating system is
always disruptive

© Copyright IBM Corporation 2007

Figure 3-22. Firmware Fixes AU1614.0

Notes:

Types of firmware fixes

The following types of firmware (Licensed Internal Code (LIC)) fixes are available:
- Server firmware is the code that enables hardware, such as the service processor

- Power subsystem firmware is the code that enables the power subsystem hardware
in the 57x and 59x model servers

- |/O adapter and device firmware is the code that enables hardware such as Ethernet
PCI adapters or disk drives

Server firmware

Server firmware is the part of the Licensed Internal Code that enables hardware, such
as the service processor. Check for available server firmware fixes regularly, and
download and install the fixes if necessary. Depending on your service environment,
you can download, install, and manage your server firmware fixes using different
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interfaces and methods, including the HMC or by using functions specific to your
operating system. However, if you have a 57x or 59x model server, or you have a
pSeries server that is managed by an HMC, you must use the HMC to install server
firmware fixes.

Power subsystem firmware

Power subsystem firmware is the part of the Licensed Internal Code that enables the
power subsystem hardware in the model 57x or 59x servers. You must use an HMC to
update or upgrade power subsystem firmware fixes.

I/0 adapter and device firmware fixes

I/O adapter and device firmware is the part of the Licensed Internal Code that enables
hardware, such as Ethernet PCl adapters or disk drives.

If you use an HMC to manage your server, you can use the HMC interface to download
and install your 1/0O adapter and device firmware fixes. If you do not use an HMC to
manage your server, you can use the functions specific to your operating system to
work with 1/0 adapter and device firmware fixes.

Concurrent versus disruptive maintenance

For concurrent firmware maintenance, LIC updates are performed concurrently while
managed systems and operating systems continue to run.

For disruptive LIC update or upgrade, a complete system shutdown and restart is
required before the LIC update takes effect on the managed system.

Disruptive updates can be immediate or deferred.

- Immediate - load and activate, with a system shutdown (this is the preferred (and
default) option for disruptive updates)

- Deferred - load the update concurrently, but activate it later

Not all fixes can be done in concurrent mode. For example, the following kind of
updates will be disruptive:

- Those which cannot be activated until the hardware can be re-initialized

- Any changes which affect the code that is loaded into the partitions

Where the fixes can be installed

On a POWERS system, you can choose to install fixes for LIC through the HMC or
through the operating system. For managed systems that use an HMC, the default is to
install fixes through the HMC.
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Getting Firmware Updates from the Internet

e Get firmware updates from IBM at:
http.//techsupport.services.ibm.com/server/mdownload

e Update firmware through:
— Hardware Management Console

e For more information, go to the online Performing Licensed
Internal Code Maintenance course:
— http://www-1.ibm.com/servers/resourcelink
— Select Education

— Select eServer i5 and eServer p5
or System p POWERG6 hardware

— Select Performing Licensed Internal Code Maintenance

© Copyright IBM Corporation 2007

Figure 3-23. Getting Firmware Updates from the Internet AU1614.0

Notes:

Where to get the firmware fixes

Firmware fixes can be obtained at the URL:
http.//techsupport.services.ibm.com/server/mdownload. After downloading the package
follow the instructions in the README file.

Where to install from

If your system has an HMC, you can use the Web-based System Manager from your
HMC to install the firmware fixes.

If not using an HMC, then you would need to use the Service Processor menus.

For more information

An online course available called Performing Licensed Internal Code Maintenance.
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To get to this course, go to http.//www-1.ibm.com/servers/resourcelink. You will need to
register. Once registered:

1. Select Education

2. Select eServer i5 and eServer p5

3. Select Performing Licensed Internal Code Maintenance
A newer version of the course is available if you:

1. Select Education

2. Select System p POWERG6 hardware

3. Select Performing Licensed Internal Code Maintenance
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3.3. LPAR Control and Access using HMC
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HMC Remote Access

e HMCv6 — Use WebSM client
e HMCv7 — Use Web Browser with SSL lpar

Ipar2

Ipar3

r: hscr }
user: hscroot Service

pw: abc123 LAN W Processor

: Hardware Management

T Console (HMC)

Remote Workstation
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Figure 3-24. HMC Remote Access AU1614.0

Notes:

HMC Remote Access

You only need to work through an HMC if you either need to manage the logical
partition within which your AIX operating system is running or you need to access a
system console for you AlX operating system. For most AIX administration tasks, a
direct connection into your system through telnet or ssh is sulfficient.

While you can sit at the Hardware Management Console (HMC) to work with a
partitioned managed system, many system administrators prefer to work from their
workstation in their office. The HMC provides two basic modes for doing this: command
line interface through an ssh connection or a graphic interface.

Prior to HMCv7, the remote graphic interface used Web-Based System Manager.
WebSM, while native to an AlX workstation required the download of a WebSM Client
for MS Windows and Linux workstations.
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With HMCv7 (which support both POWERS and POWER6 managed systems), the
remote graphic interface is provided by Web services which can be accessed from a
standard Web browser, such as Internet Explorer or Mozilla.
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HMCv6: Server Management

&4 Web-based System Manager - /home/hscroot/WebSM.pref: /Management Environment/el9-91-70.er

Caonsole Server Management Selected Wiew Window Help
c=D0|v|m%ENlE
Mavigation Area : Server and Partition: Server Management
Management Environment Marme |5tate |Operatanane|value
D el9-91-TD.ent.beavennn_ibmE = éﬂ Server-9111-820-SMN10F19. [Operating
= ] Server and Partition = ER Partitions
I server Management B e19-91-73 Running
& Information Center and § - [ LPARZ_el8-91-68  Motéctivated 00000000
] Licensed Internal Code QWaynesWnrld Cpen Firmware  AADODETAS
] HwC Management ﬁ.ﬁ System Profiles
] Service Applications = [I Server-9111-520-SMN10F19... Operating
[] a4rat7o | = ER Partitions
: Ll e18-91-68 Running
|:| el9-91-71 Mot Activated gooonnoo
1 vioserer Running
I:lvlpaﬂ Mot Activated Qooooooo
ﬁ.']ﬁ System Profiles

© Copyright IBM Corporation 2007

Figure 3-25. HMCv6: Server Management AU1614.0

Notes:

Introduction

After accessing the HMC, you can reach the HMC Server Management application by
using a left-click to select it from the Server and Partition item in the left navigation
panel of the HMC. You can click the + and - signs to expand or collapse the output.

Functions in the Server Management application

You can use the HMC Server Management application to create system and partition
profiles, activate (start) partitions, shut down and restart operating systems, power on
and power off the system, watch the status codes, and open virtual console windows.
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Operator Panel Value column

The Operator Panel Value column will display both boot and error codes for both the
managed system and for partitions. To view codes after they appear, go to either the

managed system properties or the partition properties and access the Reference
Codes tab.
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HMCv6: Activate a Partition

e Partition must be in the Not Activated state
e Select the partition profile name and right-click Activate

Senver and Partition: Server Management

Marme |Etate |Dperatan’aneWalue
= éﬂ Sener-89111-520-SH10F19... Operating
Ef Pattitions
% Systermn Profiles
= |] Sener-8111-920-5M10F19... Operating

= Ef Patitions Froperties

] e19-91-68 Running Delete Delete

= [ elo-91-71 Copy Ctr-C
def Artivate
[ sms boat Add Managed System(s)
[7] with dvdram drive

L1 wioservert Running

] vipart Mot Activated Qooooooo

ﬁ.ﬁ System Profiles
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Figure 3-26. HMCv6: Activate a Partition AU1614.0

Notes:

Introduction

To activate a partition manually, select either the partition name or one of the profiles
that have been created for that partition and choose the Activate option from the menu.

To activate partitions, the managed system must be powered on and in either the
Standby or the Operating state.

Partition State column

The state column for partitions can have the following values:
- Not Activated: The partition is ready to be activated.

- Running: The partition has finished its boot routines. The operating system may be
performing its own boot routines, or it may be in its normal running state.
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- Not Available: This partition is not available for use. Logical partitions will be listed
as Not Available if the system is powered off.

- Shutting Down: The partition has been issued the Partition Shut Down command
and is in the process of shutting down.

- Open Firmware: The partition has been activated and started with the open firmware
boot option.

Partition must be in the Not Activated state

Partitions that are in the Not Activated state are available to be activated. You can view
the state of a partition from the HMC interface.

Activating a partition

To activate a partition, select a partition profile name, right-click, and choose Activate
on the menu. Another dialog box will open which is shown on the next visual.

Alternatively, you can select the partition name, right-click, and choose Activate on the
menu. The difference with this procedure is that the default partition profile will be
selected automatically in the dialog box that opens.
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HMCv6: Activating Partition with Console

e Select the profile and check the terminal window check box
L! Activate Logical Partition E]@

B Select a profile below to activate the logical padition with.

Fattition name : el9-81-71

Fartitian prafiles

def
sims hoot
with dvdram drive

’/
<. [w| Dpen a terminal window or console session (Advanced..)
\

(]34 Cancel Help 7
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Figure 3-27. HMCv6: Activating Partition with Console AU1614.0

Notes:

Introduction

The dialog box shown in the visual above pops up after you select a partition profile and
choose Activate. It verifies the correct partition name and has the profile already
selected. You may choose whether or not to open the virtual terminal window as part of
the activation process.

Once you activate a partition and it is running, it is referred to as an active partition.

Complete the activation of a partition

On this dialog box, check to make sure the correct profile name is selected and choose
whether or not you wish to have an Open Terminal (console) on the HMC when the
partition starts. If you do, check this box and then click OK.

No errors will occur if you do not open a terminal window and you may open a terminal
window later after the partition is already running.
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HMCv7: Server Management

Hardware Management Console ,' _
- _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __ _ ______________________________________________B§ - -
hscroot | Help | Logoff
|
O Weicome Welcome ( HMC Version ) =
= JE Systems Management Use the Hardware Management Console (HMC) to manage this HMC as well as servers, logical partitions,
= E managed =ystems, and other rezsources. Click on a link in the navigation pane at the lefi.
<] Manage servers, logical partitions, managed sy=tems, and frames;
CLBtom GROLPS Ef | Systems Management =&t up, configure, view current status, troubleshoot, and apply
e I solutions.
F[, System Plans |_—‘|'_, System Plans Import, deploy, and manage system plans on the HMC.
=i Perform management tazks to =&t up, cenfigure, and customize
£52 HMC Management =
3 £2 HMC Management operations azsociated with this HMC.
333. Service Management T’;'\: : Perform service tasks to create, customize and manage services
@1 Service Management associated with this HIC.
e
5 updates %
B2 Updates Perform and manage updates on your system.
E.':E:;:E Status Bar View details of status and messages.
Additional Resources
E cuided Setup Wizard Provides a step-by-step process to configure your HMC. lia]
%l [l | [
é] Applet com.ibm.hwmca. fw.servlet. taskcontroller.applet. TaskControllerApplet started é # Internet
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Figure 3-28. HMCv7: Server Management AU1614.0
Notes:
oles.

The HMCv7 graphical interface has a layout which is similar to the WebSM interface, in
that it has a navigation area on the left and a content area on the right. But the details
and the path it takes to do a task is significantly different.

Navigating

The main panel you need to get to, for the types of tasks which we will be performing in
the course, is the one with the partitions for your managed system. To get there, you
need to expand the hierarchy of items under Systems Management in the navigation
area. Once you have expanded Managed Systems, you next need to expand the
sub-item: Servers. This gives you a list of the various managed systems which are
managed by this HMC. You then locate the managed system of interest and click it to
bring up the panel with the LPARs for that system.
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HMCv7: Activate Partition Operation

€] https://10.31.198.151 - rt1s3hmc: Hardware Management Console Workplace (V7R310.0) - Microsoft Inte
Hardware Management Console
B welcome Contents of: rt1s3fsp sl
B 5 systems Management Wil | F 2| Tasks ¥
= Servers T = s =
o . o o (T o Em... o S . o ETETE. .. -
B r1s3ep Sel.. ~ |Name .. ~ | Status o (GB) Pro. | Environm... & | A5
= X - -
B T+ custom Groups O Bl atnimoz| TOPETES 2 2 Defaut  ADCor Linux
= 1 Change Default Profile
e System Plans [l EI] Ha3vio > 1 defautt  Virtual VO Se...
= | EU Teds_plg Configuration » | Manage Attention LED  |-7% default Al or Linux
£ HMC Management = } )
¥ |El yiparel| Hardware information b | Schedule Operations 1|defautt | A orLinux | 00000000
. = 4
c..r;EI Senvice Mansgement Conzole Window P | Delete
Serviceability [ ™
& Updates :( )j
Tasks: vipar2 [ Expand All | Collapse All ] ead
| | Properties
L3 > Change Default Profile
tatus: Opel ~eah ~ Operations
e i —
= Configuration
= ‘ v Hardware Information ) |
% Eal Console Window ]
@ Applet com.ibm. hwmca. fw.servlet, taskcontroller . applet. TaskControllerApplet started é 8 Internet
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Figure 3-29. HMCv7: Activate Partition Operation AU1614.0
Notes:
Introduction

An important column, next to the partitions is the Status field. It will tell us wether the
partition is Running or Not Activated. Another important column is the Reference Code
field that will display information about the progress of our system boot operation.

In order to work with a logical partition, you need to select it by clicking the box to the
left of the partition name. After a brief delay, a small menu icon will appear to the right of
the partition name. At this point, you can either use the Tasks area on the lower part of
the window or that menu icon to navigate to the task you want to invoke.

Two of the major menu items are Operations and Console Window, both of which we
can use in this course. If we expand Operations we will see several operation
categories, the most important of which is Activate (or shutdown if the LPAR is currently
in a state of not-active. The Console item is one way to start and stop a virtual console
session with you partition.
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HMCv7: Activate Partition Options

€] https://10.31.198.151 - rt1s3hme: Activate Logical Part... |- ||0JE3
LS

Activate Logical Partition:vipar2

Select a profile below to activate the logical partition with.

Partition name : vipar2

Partition profiles =

default

plus-Physadapters

Open a terminal window or console session

I S (| ©1https://10.31.198.151 - rt1s3hme: Activate Logi... - |[0/E3)
Ej Done é D Inter i

Activate Logical Partition - Advanced

Do Not Qverride [“
Set advanced activ

. Diagnostic with default baaot list
Keylock position : | Diagnostic with stored boSMskt

Open Firmware OK Prompt hd
Boot mode: Do Not Override =l
Cancel || Help [ ]
s
Qj javascript: CSBUpdateln é Q Internet
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Figure 3-30. HMCv7: Activate Partition Options AU1614.0
Notes:
Introduction

The Activate Logical Partition panel allows you to control how the partition is activated.
The profiles allow you to specify the resource allocations for the partition.

Another option is to ask for a virtual terminal to be started to allow you to interact with
the system console.

The Advanced options button give a panel which allows you to override the boot mode
which is defined in the profile (usually Normal). Once you have selected the boot mode,
you would click OK and then click OK in the original Activate Logical Partition panel.
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Checkpoint

1. True or False? During the AlX boot process, the AIX kernel is
loaded from the root file system.

2. True or False? A service processor allows actions to occur
even when the regular processors are down.

3. How do you boot an AIX machine in maintenance mode?

4. Your machine keeps rebooting and repeating the POST.
What can be the reason for this?

© Copyright IBM Corporation 2007

Figure 3-31. Checkpoint AU1614.0
Notes:
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Exercise 3: System Initialization Part |
!%

» Work with bootlists and identify
information on your system

* Identify LVM information from your
system

» Repair a corrupted boot logical volume

P~
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Figure 3-32. Exercise 3: System Initialization Part 1 AU1614.0

Notes:

Introduction

This exercise can be found in your Student Exercise Guide.
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Unit Summary 2

e During the boot process, the kernel from the boot image is
loaded into memory.

e Boot devices and sequences can be updated using the
bootlist command, the diag command, and SMS.

e The boot logical volume contains an AlX kernel, an ODM,
and a RAM file system (that contains the boot script rc.boot
that controls the AlX boot process).

e The boot logical volume can be re-created using the
bosboot command.

e LED codes produced during the boot process can be used
to diagnose boot problems.
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Figure 3-33. Unit Summary AU1614.0
Notes:
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Unit 4. System Initialization Part Il

What This Unit Is About

This unit describes the final stages of the boot process and outlines
how devices are configured for the system.

Common boot errors are described and how they can be analyzed to
fix boot problems.

What You Should Be Able to Do

After completing this unit, you should be able to:

« Identify the steps in system initialization from loading the boot
image to boot completion

« ldentify how devices are configured during the boot process

« Analyze and solve boot problems

How You Will Check Your Progress

Accountability:

« Checkpoint questions
« Lab exercise

References
Online AlX Version 6.1 Operating system and device
management
Note: References listed as “online” above are available at the following
address:
http://publib.boulder.ibm.com/infocenter/pseries/index.jsp
SA38-0509 RS/6000 @server pSeries Diagnostic Information for
Multiple Bus Systems
(at http.//publib.boulder.ibm.com/infocenter/pseries/v5r3/index.jsp)
SG24-5496 Problem Solving and Troubleshooting in AIX 5L
(Redbook)
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Unit Objectives

After completing this unit, you should be able to:

e |[dentify the steps in system initialization from loading the boot
image to boot completion

e |[dentify how devices are configured during the boot process
e Analyze and solve boot problems

© Copyright IBM Corporation 2007

Figure 4-1. Unit Objectives AU1614.0

Notes:

Introduction

There are many reasons for boot failures. The hardware might be damaged or, due to
user errors, the operating system might not be able to complete the boot process.

A good knowledge of the AIX boot process is a prerequisite for all AIX system
administrators.
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4.1. AlX Initialization Part 1
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System Software Initialization Overview

Load kernel and pass control

v

Restore RAM file system
from boot image

Start init process »| rc.boot 1 Configure base
(from RAMFS) devices

—#| re.boot 21 Activate rootvg

Start "real” init process »| rc.boot 3 Confl_gl_*lre )
r (from rootvg) remaining devices
letclinittab
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Figure 4-2. System Software Initialization Overview AU1614.0

Notes:

Boot sequence

The visual shows the boot sequence after loading the AIX kernel from the boot image.
The AIX kernel gets control and executes the following steps:

1. The kernel restores a RAM file system into memory by using information
provided in the boot image. At this stage the rootvg is not available, so the
kernel needs to work with commands provided in the RAM file system. You can
consider this RAM file system as a small AlX operating system.

2. The kernel starts the init process which was provided in the RAM file system
(not from the root file system). This init process executes a boot script
rc.boot.

3. rc.boot controls the boot process. In the first phase (it is called by init with
rc.boot 1), the base devices are configured. In the second phase (rc.boot 2),
the rootvg is activated (or varied on).
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4. After activating the rootvg at the end of rc.boot 2, the kernel overmounts the
RAM file system with the file systems from rootvg. The init from the boot
image is replaced by the init from the root file system, hd4.

5. This init processes the /etc/inittab file. Out of this file, rc.boot is called a third
time (rec.boot 3) and all remaining devices are configured.
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rc.boot 1

Failure LED
Process 1 rootvg is not active !
init

rc.boot 1
Boot image

I ODM

restbase mmmWWNWWMmmmmMmmmmm*

548 [510]
- RAM file system
............. u\es ODM
cfgmgr -£f | “i'\Q/R
co =\
N\
I
bootinfo -b Devices to activate rootvg
511 are configured !
© Copyright IBM Corporation 2007
Figure 4-3. rc.boot 1. AU1614.0

Notes:

rc.boot phase 1 actions

The init process started from the RAM file system executes the boot script rc.boot 1.
If init fails for some reason (for example, a bad boot logical volume), c06 is shown on
the LED display. The following steps are executed when rc.boot 1 is called:

1. The restbase command is called which copies the ODM from the boot image
into the RAM file system. After this step an ODM is available in the RAM file

system. The LED shows 510 if restbase completes successfully, otherwise LED
548 is shown.

2. When restbase has completed successfully, the configuration manager, cfgmgr,
is run with the option -£ (first). cEgmgr reads the Config_Rules class and
executes all methods that are stored under phase=1. Phase 1 configuration
methods results in the configuration of base devices into the system, so that the
rootvg can be activated in the next rec.boot phase.
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3. Base devices are all devices that are necessary to access the rootvg. If the
rootvg is stored on a hdisk0, all devices from the motherboard to the disk itself

must be configured in order to be able to access the rootvg.

4. Atthe end of re.boot 1, the system determines the last boot device by calling
bootinfo -b. The LED shows 511.
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rc.boot 2 (Part1)

Failure LED rc.boot 2
[552] [ 554 rootvg
ipl varyon

: hd4: hd2: hd9var: e
[555] fsck -f /dev/hd4 / lusr Ivar |
mount /dev/hd4 / §c':opycore:

T vif dump,

fsck -f /dev/hd2 y cory
mount /usr

dev | etc | mnt | usr | var

I

fsck -f /dev/hd%var
518 mount /var /
copycore RAM File system
umount /var
I
swapon /dev/hdé
© Copyright IBM Corporation 2007
Figure 4-4. rc.boot 2 (Part 1) AU1614.0
Notes:

rc.boot phase 2 actions (part 1)

rc.boot is run for the second time and is passed the parameter 2. The LED shows 551.
The following steps take part in this boot phase:

1. The rootvg is varied on with a special version of the varyonvg command
designed to handle rootvg. If ipl_varyon completes successfully, 517 is shown
on the LED, otherwise 552, 554 or 556 are shown and the boot process stops.

2. Theroot file system, hd4, is checked by £sck. The option -f means that the file
system is checked only if it was not unmounted cleanly during the last shutdown.
This improves the boot performance. If the check fails, LED 555 is shown.

3. Afterwards, /dev/hd4 is mounted directly onto the root (/) in the RAM file system.
If the mount fails, for example due to a corrupted JFS log, the LED 557 is shown
and the boot process stops.
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4. Next, /dev/hd2 is checked and mounted (again with option -£, it is checked only
if the file system wasn't unmounted cleanly). If the mount fails, LED 518 is
displayed and the boot stops.

5. Next, the /var file system is checked and mounted. This is necessary at this
stage, because the copycore command checks if a dump occurred. If a dump
exists in a paging space device, it will be copied from the dump device,
/dev/hd6, to the copy directory which is by default the directory /var/adm/ras.
/var is unmounted afterwards.

6. The primary paging space /dev/hd6 is made available.

Special root syntax in RAMFS

Once the disk-based root file system is mounted over the RAMFS, a special syntax is
used in rc.boot to access the RAMFS files:

« RAMFS files are accessed using a prefix of /../ . For example, to access the £sck
command in the RAMFS (before the /usr file system is mounted), rc.boot uses
/../usr/sbin/fsck.

 Disk-based files are accessed using normal AlX file syntax. For example, to
access the £sck command on the disk (after the /usr file system is mounted)
rc.boot uses /usr/sbin/fsck.

Note: This syntax only works during the boot process. If you boot from the CD-ROM into
maintenance mode and need to mount the root file system by hand, you will need to
mount it over another directory, such as /mnt, or you will be unable to access the
RAMFS files.
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rc.boot 2 (Part 2)

swapon /dev/hdé rootvg
I hd4: hd2: hd9var: hd6
Copy RAM /dev files to disk: / lusr Ivar
mergedev \
[
Copy RAM ODM files to disk:
cp /../etc/objrepos/Cu* dev etc
/etc/objrepos \
[
mount /var
: dev etc\ mnt | usr | var
Copy boot messages to LODM
alog /
I RAM file system
Kernel removes RAMFS
© Copyright IBM Corporation 2007
Figure 4-5. rc.boot 2 (Part 2) AU1614.0

Notes:

rc.boot phase 2 actions (part 2)

After the paging space /dev/hd6 has been made available, the following tasks are
executed in rc.boot 2:

1. To understand this step, remember two things:
- /dev/hd4 is mounted onto root(/) in the RAM file system.

- In re.boot 1, the cf£gmgr has been called and all base devices are
configured. This configuration data has been written into the ODM of the
RAM file system.

Now, mergedev is called and all /dev files from the RAM file system are copied to
disk.

2. All customized ODM files from the RAM file system ODM are copied to disk as
well. At this stage both ODMs (in hd5 and hd4) are in sync now.
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3. The /var file system (hd9var) is mounted.

4. All messages during the boot process are copied into a special file. You must use
the alog command to view this file:

# alog -t boot -o
As no console is available at this stage all boot information is collected in this file.

When rc.boot 2 is finished, the /, /usr and /var file systems in rootvg are active.

Final stage

At this stage, the AIX kernel removes the RAM file system (returns the memory to the
free memory pool) and starts the init process from the / file system in rootvg.
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rc.boot 3 (Part1)

Process 1 /etc/inittab:
init /sbin/rc.boot 3
|
fsck -f /dev/hd3
mount /tmp

Here we work with
rootvg!

517 syncvg rootvg &

I
Normal: cfgmgr -p2 | Config_Rules | /etc/objrepos:

Service: cfgmgr -p3 phase=2 ODM
[ phase=3
cfgcon
.dt boot
rc oo m
I
hd5:
savebase ODM
© Copyright IBM Corporation 2007
Figure 4-6. rc.boot 3 (Part 1) AU1614.0

Notes:

rc.boot phase 3 actions (part 1)

At this boot stage, the /etc/init process is started. It reads the /etc/inittab file (LED
553 is displayed) and executes the commands line by line. It runs re.boot for the third
time, passing the argument 3 that indicates the last boot phase.

rc.boot 3 executes the following tasks:

1. The /tmp file system is checked and mounted.

2. The rootvg is synchronized by syncvg rootwvg. If rootvg contains any stale
partitions (for example, a disk that is part of rootvg was not active), these
partitions are updated and synchronized. syncvg is started as a background job.

3. The configuration manager is called again. If the key switch or boot mode is
normal, the cfgmgr is called with option -p2 (phase 2). If the key switch or boot
mode is service, the cfgmgr is called with option -p3 (phase 3).
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4. The configuration manager reads the ODM class Config_Rules and executes
either all methods for phase=2 or phase=3. All remaining devices that are not
base devices are configured in this step.

5. The console will be configured by cfgecon. The numbers ¢31, ¢32, ¢33 or ¢34 are
displayed depending on the type of console:

- ¢31: Console not yet configured. Provides instruction to select a console.
- ¢32: Console is a Ift terminal.

- ¢33: Console is a tty.

- ¢34: Console is a file on the disk.

If CDE is specified in /etc/inittab, the CDE will be started and you get a graphical
boot on the console.

6. To synchronize the ODM in the boot logical volume with the ODM from the / file
system, savebase is called.
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rc.boot 3 (Part 2)

letc/objrepos:
savebase | ODM
e
syned 60 |
errdemon
I
hd5:
Turn off LEDs ODM
I
rm /etc/nologin
5 A device that was previously detected
l e could not be found. Run "diag -a".

chgstatus=3 Svstem initializati leted
CUDV? ystem 1nitiallzation completed.

l J
Execute next line in
letcl/inittab

© Copyright IBM Corporation 2007

Figure 4-7. rc.boot 3 (Part 2) AU1614.0

Notes:

rc.boot phase 3 actions (part 2)

After the ODMs have been synchronized again, the following steps take place:

1. The syncd daemon is started. All data that is written to disk is first stored in a
cache in memory before writing it to the disk. The syncd daemon writes the data
from the cache each 60 seconds to the disk.

Another daemon process, the errdemon daemon, is started. This process allows
errors triggered by applications or the kernel to be written to the error log.

2. The LED display is turned off.

3. Ifthe file /etc/nologin exists, it will be removed. If a system administrator creates
this file, a login to the AlIX machine is not possible. During the boot process
/etc/nologin will be removed.
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4. If devices exist that are flagged as missing in CuDv (chgstatus=3), a message
is displayed on the console. For example, this could happen if external devices

are not powered on during system boot.

5. The last message, System initialization completed, is written to the
console. rc.boot 3is finished. The init process executes the next command in
/etc/inittab.
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rc.boot Summary

. Phase
Where From Action Config_Rules
rc.boot 1 /dev/iramO restbase 1
cfgmgr -f
ipl varyon
rc.boot 2 /dev/iramO rootvg
Merge /dev
Copy ODM
f -p2
rc.boot 3 rootvg zf§g§ -53 2-normal
) 3-service
savebase

© Copyright IBM Corporation 2007

Figure 4-8. rc.boot Summary

Notes:

Summary

AU1614.0

During rc.boot 1, all base devices are configured. This is done by cfgmgr -£ which
executes all phase 1 methods from Config_Rules.

During rc.boot 2, the rootvg is varied on. All /dev files and the customized ODM files
from the RAM file system are merged to disk.

During rc.boot 3, all remaining devices are configured by cfgmgr -p. The
configuration manager reads the Config_Rules class and executes the corresponding
methods. To synchronize the ODMs, savebase is called that writes the ODM from the

disk back to the boot logical volume.
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Let’s Review: rc.boot 1

(1)

B~ rc.boot 1

(2)

L (3)

(5)

(4)

© Copyright IBM Corporation 2007

Figure 4-9. Let’s Review: rc.boot 1. AU1614.0

Notes:

Instructions

Using the following questions, put the solutions into the visual.
1. Who calls rc.boot 17 Is it:

e /etc/init from hd4
e /etc/init from the RAMFS in the boot image

2. Which command copies the ODM files from the boot image into the RAM file
system?

3. Which command triggers the execution of all phase 1 methods in Config_Rules?
4. Which ODM files contain the devices that have been configured in rc.boot 17

« ODM files in hd4
« ODM files in RAM file system

5. How can you determine the last boot device?
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Let’s Review: rc.boot 2

(5)
rc.boot 2 ——
I
(1) (6)
(2) (7)
(3)
8
557 |—» ®)
(4)
© Copyright IBM Corporation 2007
Figure 4-10. Let’'s Review: rc.boot 2. AU1614.0
Notes:
Instructions
Please order the following nine expressions in the correct sequence.
1. Turn on paging
2. Merge RAM /dev files
3. Copy boot messages to alog
4. Activate rootvg
5. Mount /var; Copy dump; Unmount /var
6. Mount /dev/hd4 onto / in RAMFS
7. Copy RAM ODM files
Finally, answer the following question. Put the answer in box 8:
Your system stops booting with an LED 557. Which command failed?
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Let’s Review: rc.boot 3

From which file is > Update ODM in
rc.boot 3 started: _— BLV
I
[
Sy _
/sbin/rc.boot 3 err
|
[
fsck -f Turnoff
mount
I
[
rm
[ &
I
[ =
=3 Missing
-p2 S devices ?
_P3 I
| Execute next line in
Start Console:
Start CDE:
© Copyright IBM Corporation 2007
Figure 4-11. Let’'s Review: rc.boot 3. AU1614.0
Notes:
Instructions
Please complete the missing information in the picture.
Your instructor will review the activity with you.
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4.2. AlIX Initialization Part 2
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Configuration Manager

Predefined EEI'

| Config_Rules I

Customized Methods

Define
Device .
. Configure
Driver load
Change
CubDvDr Unconfigure
unload :
Undefine
© Copyright IBM Corporation 2007
Figure 4-12. Configuration Manager AU1614.0

Notes:

When the configuration manager is invoked

During system boot, the configuration manager is invoked to configure all devices
detected as well as any device whose device information is stored in the configuration
database. At run time, you can configure a specific device by directly invoking the
cfgmgr command.

If you encounter problems during the configuration of a device, use cfgmgr -v. With this
option cfgmgr shows the devices as they are configured.

Automatic configuration

Many devices are automatically detected by the configuration manager. For this to
occur, device entries must exist in the predefined device object classes. The
configuration manager uses the methods from PdDv to manage the device state, for
example, to bring a device into the defined or available state.
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Installing new device support

cfgmgr can be used to install new device support. If you invoke cfgmgr with the -i
flag, the command attempts to install device software support for each newly detected
device.

High-level device commands like mkdev invoke methods and allow the user to add,
delete, show, or change devices and their attributes.

Define method

When a device is defined through its define method, the information from the predefined
database for that type of device is used to create the information describing the device
specific instance. This device specific information is then stored in the customized
database.

Configure method steps

The process of configuring a device is often device-specific. The configure method for a
kernel device must:

1. Load the device driver into the kernel
2. Pass device-dependent information describing the device instance to the driver
3. Create a special file for the device in the /dev directory

Of course, many devices are not physical devices, such as logical volumes or volume
groups, these are pseudodevices. For this type of device the configured state is not as
meaningful. However, it still has a configuration method that simply marks the device as
configured or performs more complex operations to determine if there are any devices
attached to it.

Configuration order

The configuration process requires that a device be defined or configured before a
device attached to it can be defined or configured. At system boot time, the
configuration manager configures the system in a hierarchical fashion. First the
motherboard is configured, then the buses, then the adapters that are attached, and
finally the devices that are connected to the adapters. The configuration manager then
configures any pseudodevices (volume groups, logical volumes, and so forth) that need
to be configured.
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Config_Rules Object Class

© Copyright IBM Corporation 2007

Phase seq boot rule

1 10 0 /etc/methods/defsys «— cfgmgr -f
1 12 0  /usr/lib/methods/deflvm

2 10 0 /etc/methods/defsys

2 12 0 /usrlib/methods/deflvmeL cfgmgr -p2
2 19 0 /etc/methods/ptynode (Normal boot)
2 20 0 /etc/methods/startlft

3 10 0 /etc/methods/defsys

3 12 0 /usr/lib/methods/deflvrg cfgmgr -p3
3 19 0 /etc/methods/ptynode (Service boot)
3 20 0 /etc/methods/startlft

3 25 0 /etc/methods/starttty

Figure 4-13. Config_Rules Object Class

Notes:

Introduction

AU1614.0

The Config_Rules ODM object class is used by ecfgmgr during the boot process. The
phase attribute determines when the respective method is called.

Phase 1

All methods with phase=1 are executed when cfgmgr -f£ is called. The first method that
is started is /etc/methods/defsys, which is responsible for the configuration of all base
devices. The second method /usr/lib/methods/deflvm |loads the logical volume

device driver (LVDD) into the AlX kernel.

If you have devices that must be configured in re.boot 1, that means before the
rootvg is active, you need to place phase 1 configuration methods into Config_Rules.
A bosboot is required afterwards.
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Phase 2

All methods with phase=2 are executed when cfgmgr -p2 is called. This takes place in
the third rc.boot phase, when the key switch is in normal position or for a normal boot
on a PCI machine. The seqg attribute controls the sequence of the execution: The lower
the value, the higher the priority.

Phase 3

All methods with phase=3 are executed when cfgmgr -p3 is called. This takes place in
the third rc.boot phase, when the key switch is in service position, or a service boot
has been issued on a PCl system.

Sequence number

Each configuration method has an associated sequence number. When executing the
methods for a particular phase, cfgmgr sorts the methods based on the sequence
number. The methods are then invoked, one by one, starting with the smallest
sequence number. Methods with a sequence number of 0 are invoked last, after those
with non-zero sequence numbers.

Boot mask

Each configuration method has an associated boot mask:
- If the boot mask is zero, the rule applies to all types of boot.

- If the boot mask is non-zero, the rule then only applies to the boot type specified.
For example, if boot _mask = DISK BOOT, the rule would only be used for boots from
disk versus NETWORK BOOT which only applies when booting through the network.
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cfgmgr Output in the Boot Log Using alog

4 # alog -t boot -o N
attempting to configure device 'sysO'
invoking /usr/lib/methods/cfgsys rspc -1 sysO
return code = 0
*kkkkkk*x gtdout Frkhkkkkxk

bus0
*kkkkk*x no stderr ***x*x*

attempting to configure device 'busO'
invoking /usr/lib/methods/cfgbus pci bus0
return code = 0

*kkkkkkk*k gtdout **xkkkkk

busl, scsiO
*kkk*k* no stderr ***xx*x*x

attempting to configure device 'busl'
invoking /usr/lib/methods/cfgbus_isa busl
return code = 0

*kkkkkkkk gtdout **kkkk*

fda0, ppa0O, sa0, sioka0O, kbdO

k * %k % % % % no stderr * % % % % /j
© Copyright IBM Corporation 2007
Figure 4-14. cfgmgr Output in the Boot Log Using alog AU1614.0
Notes:
The boot log

Because no console is available during the boot phase, the boot messages are
collected in a special file, which, by default, is /var/adm/ras/bootlog. As shown in the
visual, you have to use the alog command to view the contents of this file.

To view the boot log, issue the command as shown, or use the smit alog fastpath.

If you have boot problems, it is always a good idea to check the boot alog file for
potential boot error messages. All output from cfgmgr is shown in the boot log, as well
as other information that is produced in the rc.boot script.

The default boot log file size in AIX 5L V5.1 (8 KB) was too small to capture the entire
output of a system boot in AIX 5L. The default boot log size in AIX 5L V5.2 is

32 KB and in AIX 5L V5.3 and AIX 6.1 itis 128 KB. In If you want to increase the size of
the boot log, for example to 256 KB, issue the following command:

# print “Resizing boot log” | alog -C -t boot -s 262144
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letc/inittab File

init:2:initdefault:

brc::sysinit:/sbin/rc.boot 3 >/dev/console 2>&l1 # Phase 3 of system boot
powerfail: :powerfail:/etc/rc.powerfail 2>&l1 | alog -tboot > /dev/console #
mkatmpvc:2:once: /usr/sbin/mkatmpvc >/dev/console 2>&1

atmsvcd:2:once: /usr/sbin/atmsved >/dev/console 2>&l

tunables:23456789:wait: /usr/sbin/tunrestore -R > /dev/console 2>&l1 # Set tunab
securityboot:2:bootwait:/etc/rc.security.boot > /dev/console 2>&1
rc:23456789:wait:/etc/rc 2>&1 | alog -tboot > /dev/console # Multi-User checks
rcemgr:23456789:0once: /usr/sbin/emgr -B > /dev/null 2>&l

fbcheck:23456789:wait: /usr/sbin/fbcheck 2>&1 | alog -tboot > /dev/console # ru
srcmstr:23456789:respawn: /usr/sbin/srcmstr # System Resource Controller
rctcpip:23456789:wait:/etc/rc.tecpip > /dev/console 2>&l # Start TCP/IP daemons
mkcifs fs:2:wait:/etc/mkcifs fs > /dev/console 2>&l
sniinst:2:wait:/var/adm/sni/sniprei > /dev/console 2>&l
rcnfs:23456789:wait:/etc/rc.nfs > /dev/console 2>&l # Start NFS Daemons
cron:23456789:respawn: /usr/sbin/cron

piobe:2:wait:/usr/lib/lpd/pioinit cp >/dev/null 2>&1 # pb cleanup
cons:0123456789:respawn: /usr/sbin/getty /dev/console

gdaemon:23456789:wait: /usr/bin/startsrc -sqdaemon
writesrv:23456789:wait:/usr/bin/startsrc -swritesrv

uprintfd:23456789:respawn: /usr/sbin/uprintfd

shdaemon:2:0ff: /usr/sbin/shdaemon >/dev/console 2>&l1 # High availability

Do not use an editor to change /etc/inittab.
Use mkitab, chitab, rmitab instead !

© Copyright IBM Corporation 2007

Figure 4-15. /etc/inittab File AU1614.0

Notes:

Purpose of /etc/inittab

The /etc/inittab file supplies information for the init process. Note how the rc.boot
script is executed out of the inittab file to configure all remaining devices in the boot
process.

Modifying /etc/inittab

Do not use an editor to change the /etc/inittab file. One small mistake in /etc/inittab,
and your machine will not boot. Instead use the commands mkitab, chitab, and
rmitab to edit /etc/inittab. The advantage of these commands is that they always
guarantee a non-corrupted /etc/inittab file. If your machine stops booting with an LED
553, this indicates a bad /etc/inittab file in most cases.
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Consider the following examples:
- To add a line to /etc/inittab, use the mkitab command. For example:
# mkitab “myid:2:once:/usr/local/bin/errlog.check”

- To change /etc/inittab so that init will ignore the line ttyl, use the chitab
command:

# chitab “ttyl:2:off:/usr/sbin/getty /dev/ttyl”
- To remove the line ttyl from /etc/inittab, use the rmitab command. For example:
# rmitab ttyl

Viewing /etc/inittab

The 1sitab command can be used to view the /etc/inittab file. For example:

# lsitab dt
dt:2:wait:/etc/rc.dt

If you issue 1lsitab -a, the complete /etc/inittab file is shown.

The shdaemon daemon

Another daemon started with /etc/inittab is shdaemon. This daemon provides a
SMIT-configurable mechanism to detect certain types of system hangs and initiate the
configured action. The shdaemon daemon uses a corresponding configuration program
named shconf.

The system hang detection feature uses the shdaemon entry in the /etc/inittab file, as
shown in the visual, with an action field that is set to of f by default. Using the shconf
command or SMIT (fastpath: smit shd), you can enable this daemon and configure the
actions it takes when certain conditions are met. shdaemon is described in the next
visual.

telinit and run levels

Use the telinit command to signal the init daemon:
- To tell the init daemon to re-read the /etc/inittab use:
# telinit q

- To tell the init daemon to reset the environment to match a different (or same) run
level use:

# telinit n (where nis the desired run level)
- To query what the current run level is use:

# who -r
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System Hang Detection

e System hangs:
— High priority process
— Other

e \What does shdaemon do?

— Monitors system's ability to run processes
— Takes specified action if threshold is crossed

e Actions:
— Log error in the Error Log
— Display a warning message on the console
— Launch recovery login on a console
Launch a command
— Automatically REBOOT system

© Copyright IBM Corporation 2007

Figure 4-16. System Hang Detection AU1614.0

Notes:

Types of system hangs

shdaemon can help recover from certain types of system hangs. For our purposes, we
will divide system hangs into two types:

- High priority process

The system may appear to be hung if some applications have adjusted their process
or thread priorities so high that regular processes are not scheduled. In this case,
work is still being done, but only by the high priority processes. As currently
implemented, shdaemon specifically addresses this type of hang.

- Other

Other types of hangs may be caused by a variety of problems. For example, system
thrashing, kernel deadlock, and the kernel in tight loop. In these cases, no (or very
little) meaningful work will get done. shdaemon may help with some of these
problems.
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What does shdaemon do?

If enabled, shdaemon monitors the system to see if any process with a process priority
number higher than a set threshold has been run during a set time-out period.
(Remember that a higher process priority number indicates a lower priority on the
system.) In effect, shdaemon monitors to see if lower priority processes are being
scheduled.

shdaemon runs at the highest priority (priority number = 0), so that it will always be able
to get CPU time, even if a process is running at very high priority.

Actions

If lower priority processes are not being scheduled, shdaemon will perform the specified
action. Each action can be individually enabled and has its own configurable priority
and time-out values. There are five actions available:

- Log Error in the Error Log

Display a warning message on a console

Launch a recovery login on a console

Launch a command
Automatically REBOOT system
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Configuring shdaemon

/~ 4 shconf -E -1 prio O\
sh_pp disable Enable Process Priority Problem
pp_errlog disable Log Error in the Error Logging
pp_eto 2 Detection Time-out
pPp_eprio 60 Process Priority
pp_warning enable Display a warning message on a console
pp_wto 2 Detection Time-out
pPp_wprio 60 Process Priority

pp_wterm /dev/console Terminal Device

pp_login enable Launch a recovering login on a console
pp_lto 2 Detection Time-out
pp_lprio 100 Process Priority

pp_lterm /dev/console Terminal Device

pp_cmd disable Launch a command
pp_cto 2 Detection Time-out
pPp_cprio 60 Process Priority
pp_cpath /home/unhang Script
pp_reboot disable Automatically REBOOT system
pp_rto 5 Detection Time-out
K pp_rprio 39 Process Priority //
© Copyright IBM Corporation 2007
Figure 4-17. Configuring shdaemon . AU1614.0
Notes:
Introduction

shdaemon configuration information is stored as attributes in the SWservAt ODM object
class. Configuration changes take effect immediately and survive across reboots.

Use shconf (or smit shd) to configure or display the current configuration of shdaemon.

The values show in the visual are the default values.

Enabling shdaemon

At least two parameters must be modified to enable shdaemon:
- Enable priority monitoring (sh pp)

- Enable one or more actions (pp errlog, pp warning, and so forth)
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When enabling shdaemon, shconf performs the following steps:
- Modifies the SWservAt parameters
- Starts shdaemon

- Modifies /etc/inittab so that shdaemon will be started on each system boot

Action attributes

Each action has its own attributes, which set the priority and timeout thresholds and
define the action to be taken. The timeout attribute unit of measure is in minutes.

Example

By changing the chconf attributes, we can enable, disable, and modify the behavior of
the facility. For example:, shdaemon is enabled to monitor process priority
(sh_pp=enable), and the following actions are enabled:

- Enable the to monitor process priority monitoring:
# shconf -1 prio -a sh pp=enable
- Log Error in the Error Logging:
# shconf -1 prio -a pp_errlog=enable

Every two minutes (pp_eto=2), shdaemon will check to see if any process has been
run with a process priority number greater than 60 (pp eprio=60). If not, shdaemon
logs an error to the error log.

- Display a warning message on a console:
# shconf -1 prio -a pp_warning=enable (default value)

Every two minutes (pp wto=2), shdaemon will check to see if any process has been
run with a process priority number greater than 60 (pp wprio=60). If not, shdaemon
sends a warning message to the console specified by pp wterm.

- Launch a command:
# shconf -1 prio -a pp_cmd=enable -a pp_cto=5

Every five minutes (pp cto=5), shdaemon will check to see if any process has been
run with a process priority number greater than 60 (pp cprio=60). If not, shdaemon

runs the command specified by pp cpath (in this case, /home/unhang).
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Resource Monitoring and Control (RMC)

e Based on two concepts:

— Conditions
— Responses

e Associates predefined responses with predefined conditions
for monitoring system resources

e Example: Broadcast a message to the system administrator
when the /Itmp file system becomes 90% full

© Copyright IBM Corporation 2007

Figure 4-18. Resource Monitoring and Control (RMC) AU1614.0

Notes:

Resource Monitoring and Control (RMC) basics

RMC is automatically installed and configured when AlIX is installed.
RMC is started by an entry in /etc/inittab:
ctrmc:2:once: /usr/bin/startsrc -s ctrmc > /dev/console 2>&1
To provide a ready-to-use system, 84 conditions, 8 responses are predefined. You can:
- Use them as they are
- Customize them
- Use as templates to define your own
To monitor a condition, simply associate one or more responses with the condition.

A log file is maintained in /var/ct.
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Set up

The following steps are provided to assist you in setting up an efficient monitoring
system:

1.

Review the predefined conditions of your interests. Use them as they are,
customize them to fit your configurations, or use them as templates to create
your own.

Review the predefined responses. Customize them to suit your environment and
your working schedule. For example, the response “Critical notifications” is
predefined with three actions:

a) Log events to /tmp/criticalEvents.
b) E-mail to root.

c) Broadcast message to all logged-in users any time when an event or a rearm
event occurs.

You may modify the response, such as to log events to a different file any time
when events occur, e-mail to you during non-working hours, and add a new
action to page you only during working hours. With such a setup, different
notification mechanisms can be automatically switched, based on your working
schedule.

Reuse the responses for conditions. For example, you can customize the three
severity responses, “Critical notifications,” “Warning notifications,” and
“Informational notifications” to take actions in response to events of different
severities, and associate the responses to the conditions of respective severities.
With only three notification responses, you can be notified of all the events with
respective notification mechanisms based on their urgencies.

Once the monitoring is set up, your system continues being monitored whether
your Web-based System Manager session is running or not. To know the system
status, you may bring up a Web-based System Manager session and view the
Events plug-in, or simply use the 1saudrec command from the command line
interface to view the audit log.

More information

A very good Redbook describing this topic is:
A Practical Guide for Resource Monitoring and Control (SG24-6615). This redbook can
be found at http://www.redbooks.ibm.com/redbooks/pdfs/sg246615.pdf.
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RMC Conditions Property Screen:

General Tab

Event expressian:

Event description:

Rearm expression:

Rearrn description:

Severity:

[General [Monitored Resources |
Hame: |,ftmp space used |
Management scop e: | Local Machine - |
Maonitared: Na
Resource class: File System b
Maonitored property: |PercentTotUsed Vl | Details... | | Use defaults |

[PercemTorsed = a0 |

n event will be generated when more than 90 percent of the total space
in the jtmp directory is in use.

[PercemTorlsed < 75 |

The event will be rearmed when the percent of the space used in the [ftmp
directory falls below 75 percent.

Informational W

Responses to Condition. .. |

Cancel Help

© Copyright IBM Corporation 2007

Figure 4-19. RMC Conditions Property Screen: General Tab

Notes:

Conditions

AU1614.0

A condition monitors a specific property, such as total percentage used, in a specific
resource class, such as JFS.

Each condition contains an event expression to define an event and an optional rearm

event.
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RMC Conditions Property Screen:
Monitored Resources Tab

U=l ]
[General [{Monitored Resources
Resaurces selected below are monitored by this condition:
Narme |Mount Point |Mount Directory |De\.rice Narne |Virtual File System Permissions Size |Log Device Name
J J J jdevihd4 jfs rwy 32,768 jdevihd8
Jhome fhome Jhome Jdevihd1 ifs e 93,3204  Jdevihds
Jfhomejjupi... fhomejjupiter Jdevifslvao jfs2 o} JdeviloghOl
Jhomejmars  fhome/mars Jdevifsh0l jfs2 Q Jdeviloghal
jopt jopt jopt Jdevihd 10opt ifs e 65,536 Jdevihds
jtmp jtmp jtmp Jdevihd3 ifs e 65,536 Jdevihds
jusr Jusr Jusr Jdevihd?z jfs ry 2,955,9. jdevihd8
i Jvar Jwar Jwar Jdevihddvar ifs e 32,768 Jdevihds
|
IC
Select All | | Deselect All |
1 oK | | Cancel I | Help
© Copyright IBM Corporation 2007
Figure 4-20. RMC Conditions Property Screen: Monitored Resources Tab AU1614.0

Notes:

Monitoring condition

You can monitor the condition for one or more resources within the monitored property,

such as /tmp, or /tmp and /var, or all of the file systems.
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RMC Actions Property Screen:
General Tab

['General | When in Effect | Environment

Action name: [E-mail root

Command to run:

Run program - | Enter program name:

Send mail

Log file

Broadcast message
SMMP trap

Run program ent is caused by an undefined resource

et OCCUrS

[ Redirect command's standard output to audit log
[v] Run command when rearm event occurs

[Z] Check command return code

0K | | Cancel | | Help

© Copyright IBM Corporation 2007

Figure 4-21. RMC Actions Property Screen: General Tab AU1614.0

Notes:

Defining an action

To define an action, you can choose one of the three predefined commands:

Send mail

Log an entry to a file

Broadcast a message
Send an SNMP trap

Or, you can specify an arbitrary program or script of your own by using the Run
program option.
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RMC Actions Property Screen:
When in Effect Tab

[General | When in Effect [[Environment|

Periods when the action should be taken:

Time |Date
All day Everyday Add
17:00-23:00 Monday, Tuesday Wednesday, Thursd...

Specify when the action should be taken:
Time of Day Day of Week

oK | | Cancel | | Help

© Copyright IBM Corporation 2007

Figure 4-22. RMC Actions Property Screen: When in Effect Tab AU1614.0

Notes:

When is an event active?

The action can be active for an event only, for a re-arm event only or for both.

You can also specify a time window in which the action is active, such as always, or only
during on-shift on weekdays.

Once the monitoring is set up, the system continues to be monitored whether a
Web-based System Manager session is running or not.
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Boot Problem Management

Check LED User Action
Bootlist wrong? LED codes cycle Power on, press F1, select Multi-Boot, select the
correct boot device.

letclinittab corrupt? 553 Access the rootvg. Check /etc/inittab (empty,

letc/environment corrupt? missing or corrupt?). Check /etc/environment.

Boot logical volume or 20EEO000B Access the rootvg. Re-create the BLV:

boot record corrupt? # bosboot -ad /dev/hdiskx

JFS/JFS2 log corrupt? 551, 552, 554, 555, | Access rootvg before mounting the rootvg file
556, 557 systems. Re-create the JFS/JFS2 log:

# logform -V jfs /dev/hd8 or
# logform -V jfs2 /dev/hd8
Run £sck afterwards.

Superblock corrupt? 552, 554, 556 Run £sck against all rootvg file systems. If £sck
indicates errors (not an AlX file system), repair the
superblock as described in the notes.

rootvg locked? 551 Access rootvg and unlock the rootvg:
# chvg -u rootvg

ODM files missing? 523 - 534 ODM files are missing or inaccessible. Restore the
missing files from a system backup.

Mount of /usr or /var failed? | 518 Check /etc/filesystem. Check network (remote
mount), file systems (£sck) and hardware.

© Copyright IBM Corporation 2007

Figure 4-23. Boot Problem Management AU1614.0

Notes:

Introduction
The visual shows some common boot errors that might happen during the AlX software
boot process.

Bootlist wrong?

If the bootlist is wrong the system cannot boot. This is easy to fix. Boot in SMS and
select the correct boot device. Keep in mind that only hard disks with boot records are
shown as selectable boot devices.
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/etc/inittab corrupt? /etc/environment corrupt?

An LED of 553 usually indicates a corrupted /etc/inittab file, but in some cases a bad
/etc/environment may also lead to a 553 LED. To fix this problem, boot in maintenance
mode and check both files. Consider using a mksysb to retrieve these files from a
backup tape.

Boot logical volume or boot record corrupt?

The next thing to try if your machine does not boot, is to check the boot logical volume.

To fix a corrupted boot logical volume, boot in maintenance mode and use the bosboot
command:

# bosboot -ad /dev/hdisk0

JFS/JFS2 log corrupt?

To fix a corrupted JFS or JFS2 log, boot in maintenance mode and access the rootvg,
but do not mount the file systems. In the maintenance shell, issue the 1logform
command and do a file system check for all file systems that use this JFS or JFS2 log.
Keep in mind what file system type your rootvg had: JFS or JFS2.

For JFS:

logform -V jfs /dev/hd8
fsck -y -V jfs /dev/hdl
fsck -y -V jfs /dev/hd2
fsck -y -V jfs /dev/hd3
fsck -y -V jfs /dev/hd4
fsck -y -V jfs /dev/hd9var
fsck -y -V jfs /dev/hdl0Oopt
exit

For JFS2:

logform -V jfs2 /dev/hd8
fsck -y -V jfs2 /dev/hdl
fsck -y -V jfs2 /dev/hd2
fsck -y -V jfs2 /dev/hd3
fsck -y -V jfs2 /dev/hd4
fsck -y -V jfs2 /dev/hd9var
fsck -y -V jfs2 /dev/hdl0opt
exit

H I H* HF K

H 3= = H H H* I

The logform command initializes a new JFS transaction log and this may result in loss
of data because JFS transactions may be destroyed. But, your machine will boot after
the JFS log has been repaired.
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Superblock corrupt?

Another thing you can try is to check the superblocks of your rootvg file systems. If you
boot in maintenance mode and you get error messages like Not an AIX file system
or Not a recognized file system type, it is probably due to a corrupt superblock in
the file system.

Each file system has two super blocks, one in logical block 1 and a copy in logical block
31. To copy the superblock from block 31 to block 1 for the root file system, issue the
following command:

# dd count=1 bs=4k skip=31 seek=1 if=/dev/hd4 of=/dev/hd4

rootvg locked?

Many LVM commands place a lock into the ODM to prevent other commands from
working at the same time. If a lock remains in the ODM due to a crash of a command,
this may lead to a hanging system.

To unlock the rootvg, boot in maintenance mode and access the rootvg with file
systems. Issue the following command to unlock the rootvg:

# chvg -u rootvg

ODM files missing?

If you see LED codes in the range 523 to 534, ODM files are missing on your machine.
Use a mksysb tape of the system to restore the missing files.

Mount of /usr or /var failed?

An LED of 518 indicates that the mount of the /usr or /var file system failed. If /usr is
mounted from a network, check the network connection. If /usr or /var are locally
mounted, use £sck to check the consistency of the file systems. If this does not help,
check the hardware by running diagnostics from the Diagnostics CD.
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Let's Review: /etc/inittab File

init:2:initdefault:

brc::sysinit:/sbin/rc.boot 3

rc:2:wait:/etc/rc

fbcheck:2:wait:/usr/sbin/fbcheck

srcmstr:2:respawn: /usr/sbin/srcmstr

cron:2:respawn: /usr/sbin/cron

rctcpip:2:wait:/etc/rc. tcpip
rcnfs:2:wait::/etc/rc.nfs

gdaemon:2:wait:/usr/bin/startsrc -sgdaemon

dt:2:wait:/etc/rc.dt

tty0:2:0ff:/usr/sbin/getty /dev/ttyl

myid:2:once:/usr/local/bin/errlog.check

© Copyright IBM Corporation 2007

Figure 4-24. Let’s Review: /etc/inittab File AU1614.0

Notes:

Instructions

Answer the following questions as they relate to the /etc/inittab file shown in the visual:
1. Which process is started by the init process only one time?

The init process does not wait for the initialization of this process.
2. Which process is involved in print activities on an AlX system?

3. Which line is ignored by the init process?

4. Which line determines that multiuser mode is the initial run level of the system?
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5. Where is the System Resource Controller started?

6. Which line controls network processes?

7. Which component allows the execution of programs at a certain date or time?
8. Which line executes /etc/firstboot, if it exists?

9. Which script controls starting of the CDE desktop?

10.Which line is executed in all run levels?

11. Which line takes care of varying on the volume groups, activating paging spaces
and mounting file systems that are to be activated during boot?
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Checkpoint

1. From where is rc.boot 3 run?

2. Your system stops booting with LED 557:
* In which rc.boot phase does the system stop?

* What are some reasons for this problem?

3. Which ODM file is used by the c£gmgr during boot to configure
the devices in the correct sequence?

4. What does the line init:2:initdefault: in /etc/inittab
mean?

© Copyright IBM Corporation 2007

Figure 4-25. Checkpoint AU1614.0
Notes:
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Exercise 4: System Initialization Part 2
!%

» Repair a corrupted log logical volume

* Analyze and fix a boot failure

P~

© Copyright IBM Corporation 2007

Figure 4-26. Exercise 4: System Initialization Part 2 AU1614.0

Notes:

Introduction

This exercise can be found in your Student Exercise Guide.
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Unit Summary

<

e After the boot image is loaded into RAM, the rc.boot script
is executed three times to configure the system

e During rc.boot 1, devices to varyon the rootvg are
configured

e During rc.boot 2, the rootvg is varied on
eln rc.boot 3, the remaining devices are configured

e Processes defined in /etcl/inittab file are initiated by the init
process

© Copyright IBM Corporation 2007

Figure 4-27. Unit Summary AU1614.0
Notes:
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Unit 5. Disk Management Theory

What This Unit Is About

This unit explains concepts important for understanding and working
with the logical volume manager (LVM) used in AlX.

What You Should Be Able to Do

After completing this unit, you should be able to:

« Explain where LVM information is stored

Solve ODM-related LVM problems

« Set up mirroring appropriate to your needs
Describe the quorum mechanism

Explain the physical volume states used by the LVM

How You Will Check Your Progress

Accountability:

« Checkpoint questions
« Lab exercises

References

Online AlIX Version 6.1 Command Reference volumes 1-6

Online AIX Version 6.1 Operating system and device
management

Note: References listed as “online” above are available at the following
address:

http://publib.boulder.ibm.com/infocenter/pseries/v6ri/index.jsp
GG24-4484-00 AlX Storage Management (Redbook)

SG24-5422-00 AIX Logical Volume Manager from A to Z: Introduction
and Concepts (Redbook)

SG24-5433-00 AIX Logical Volume Manager from A to Z:
Troubleshooting and Commands (Redbook)
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Unit Objectives

After completing this unit, you should be able to:
e Explain where LVM information is stored

e Solve ODM-related LVM problems

e Set up mirroring appropriate to your needs

e Describe the quorum mechanism

e Explain the physical volume states used by the LVM

© Copyright IBM Corporation 2007

Figure 5-1. Unit Objectives AU1614.0

Notes:

Purpose of this unit

Basic LVM concepts are introduced in the basic system administration course.

In this unit, we will review these basic concepts and expand your knowledge of LVM.
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5.1. Basic LVM Tasks
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LVM Terms

Physical
Partitions

Logical
Partitions

Physical
Volumes

Logical

\
7 Volume

Volume
Group

© Copyright IBM Corporation 2007

Figure 5-2. LVM Terms

Notes:

Introduction

AU1614.0

This visual and the associated student notes will provide a review of basic LVM terms.

Volume groups, physical volumes, and physical partitions

A volume group (VG) consists of one or more physical volumes (PVs) that are divided
into physical partitions (PPs). When a volume group is created, a physical partition size
has to be specified. This physical partition size is the smallest allocation unit for the
LVM. The partition size is specified in units of megabytes from 1 (1 MB) through 131072
(128 GB). The physical partition size must be equal to a power of 2 (example 1, 2, 4, 8).
The default physical partition size values for normal and big volume groups (more on
these later) will be the lowest value that can be used to remain within a limitation of
1016 physical partitions per PV. The default value for scalable volume groups
(introduced in AIX 5L V5.3) will be the lowest value that can be used to accommodate
2040 physical partitions per PV. (There is no actual limit on the number of physical
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partitions per physical volume for scalable volume groups, although there is currently a
limit of 2 M physical partitions for the entire volume group.)

Logical volumes and logical partitions

The LVM provides logical volumes (LVs), that can be created, extended, moved and
deleted at run time. Logical volumes may span several disks, which is one of the
biggest advantages of the LVM.

Logical volumes contain the JFS and JFS2 file systems, paging spaces, journal logs,
the boot logical volumes or nothing (when used as a raw logical volume).

Logical volumes are divided into logical partitions (LPs), where each logical partition is
associated with at least one physical partition.

Other LVM features

Other important features of LVM are mirroring and striping, which are discussed on the
following pages.
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Volume Group Limits
e Normal Volume Groups (mkvg)

Number of disks: Max. number of partitions/disk:
1 32512
2 16256
4 8128
8 4064 -
16 2032
32 1016
¢ Big Volume Groups (mkvg -B or chvg -B) mkvg -t
Number of disks: Max. number of partitions/disk: | | chvg -t
1 130048
2 65024
4 32512
8 16256 g—
16 8128
32 4064
64 2032
128 1016
© Copyright IBM Corporation 2007
Figure 5-3. Volume Group Limits AU1614.0

Notes:

Volume group types prior to AIX 5L V5.3

On systems running versions of AIX 5L prior to AIX 5L V5.3, two different volume group
types are available:

- Normal volume groups: When creating a volume group with the mkvg command,
without specifying either the -Bflag or the -s flag, a normal volume group is created.

The maximum number of logical volumes in a normal volume group is 256. This
volume group type is sometimes referred to as the standard volume group, original
volume group (in SMIT), or default volume group type.

- Big volume groups: This volume group type was introduced with AIX V4.3.2. A big
volume group can be created using the -B flag of mkvg or by choosing the
appropriate selection in SMIT.

A big volume group cannot be imported into AIX V4.3.1 or prior versions.
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The maximum number of logical volumes in a big volume group is 572.

The mkvg command

The mkvg command can be used to create volume groups. Here are some examples
illustrating use of this command:

1.

Create a normal volume group datavg, that contains a disk hdisk2:
# mkvg -s 16 -t 2 -y datavg hdisk2
The option -s 16 specifies a partition size of 16 MB.

The option -t 2 is a factor that must be multiplied by 1016. In this case, the option
indicates that the maximum number of partitions on a disk is 2032. As indicated by
the first table on the visual, that means that the volume group can have up to 76
disks. The size of each disk must be less than or equal to 32512 megabytes (2032 *
16).

The option -y specifies the name of the volume group (datavg).
Create a big volume group bigvg with three disks:

# mkvg -B -t 16 -y bigvg hdisk2 hdisk3 hdisk4

The option -B specifies that we are creating a big volume group.

The option -t 16 indicates that the maximum number of partitions on a disk is
16256. As indicated by the second table on the visual, that means that the volume
group can have up to 8 disks.

The option -y specifies the name of the volume group.

The chvg command

Volume groups characteristics can be changed with the chwg command. For example,
to change a normal volume group datavg into a big volume group, the following
command must be executed:

# chvg -B datavg
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Scalable Volume Groups

e Introduced in AIX 5L V5.3

e Support 1024 disks per volume group.

e Support 4096 logical volumes per volume group.

e Maximum number of PPs is VG instead of PV dependent.
e LV control information is kept in the VGDA.

e No need to set the maximum values at creation time; the
initial settings can always be increased at a later date.

© Copyright IBM Corporation 2007

Figure 5-4. Scalable Volume Groups AU1614.0

Notes:

Scalable volume group description

AIX 5L V5.3 took LVM scalability to the next higher level and introduced the scalable
volume group (scalable VG) type, in addition to supporting the normal and big volume
groups. All three types of volumes groups are supporting in AIX 6.1.

The scalable VG can accommodate a maximum of 1024 PVs and raises the limit for the
number of LVs to 4096. The maximum number of PPs is no longer defined on a per disk
basis, but applies to the entire VG. This opens up the prospect of configuring VGs with a
relatively small number of disks, but with fine grained storage allocation options through
a large number of PPs that are small in size. The scalable VG can hold up to 2097152
(2048 K) PPs. Optimally, the size of a physical partition can also be configured for a
scalable VG. As with the older VG types, the size is specified in units of megabytes and
the size variable must be equal to a power of 2. The range of the PP size starts at 1 (1
MB) and goes up to 131072 (128 GB), which is more than two orders of magnitude
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above the 1024 (1 GB) maximum for AIX 5L V5.2. (The new maximum PP size provides
an architectural support for 256 PB disks.)

Reserved logical volumes

Note that the maximum number of user definable LVs is given by the maximum number
of LVs per VG minus 1, because one LV is reserved for system use. Consequently,
system administrators can configure 255 LVs in normal VGs, 511 in big VGs, and 4095
in scalable VGs.

Logical volume control block (LVCB)

The logical volume control block (LVCB) contains meta data about a logical volume. For
standard VGs, the LVCB resides in the first block of the user data within the LV. Big VGs
keep additional LVCB information in the on-disk volume group descriptor area (VGDA).
The LVCB structure on the first LV user block and the LVCB structure within the VGDA
are similar but not identical. (The administrator of a big VG can use -T option of the
mklv command to request that the LVCB not be stored in the beginning of the LV.) With
scalable VGs, logical volume control information is no longer stored on the first user
block of any LV. All relevant logical volume control information is kept in the VGDA as
part of the LVCB information area and the LV entry area. So, no precautions have to be
taken when using raw logical volumes, because there is no longer a need to preserve
the information held by the first 512 bytes of the logical device.
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Configuration Limits for Volume Groups

Maximum Maximum Maximum Maximum
VG Type
P PVs LVs PPs per VG PP size
256 32512 1GB
Normal VG 32 (1016°32)
: 512 130048 1 GB
Big VG 128 (1016"128)
Scalable VG 1024 4096 2097152 128 GB
© Copyright IBM Corporation 2007
Figure 5-5. Configuration Limits for Volume Groups AU1614.0

Notes:

Comparing volume group types

The table on the visual provides a comparison of key characteristics of the three volume
group types.

Determining the type of a volume group

To determine the type of a VG, use the 1svg command, as illustrated below:

# lsvg data svg

VOLUME: GROUP: mike svg VG IDENTIFIER: 000c91ad00004c00000000£d961161d9
VG STATE: active PP SIZE: 16 megabyte (s)

VG PERMISSION: read/write TOTAL PPs: 1080 (17280 megabytes)

MAX LVs: 256 FREE PPs: 1080 (17280 megabytes)

LVs: 0 USED PPs: 0 (0 megabytes)

OPEN LVs: 0 QUORUM: 2

TOTAL PVs: 1 VG DESCRIPTORS: 2
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STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 1 AUTO ON: yes

MAX PPs per VG: 32512 MAX PVs: 1024

LTG size (Dynamic): 256 kilobyte(s) AUTO SYNC: no

HOT SPARE: no BB POLICY: relocatable

The value of MAX PVs (1024 in this example) should show which type the VG is.
Scalable VGs will say 1024, big VGs will say 128, and original VGs will say 32 (if not
modified with the -t factor). Additionally, the older VG types have one more line in the

output:

MAX PPs per VG: 32512
MAX PPs per PV: 1016 MAX PVs: 32

These lines shows that the VG cannot be a scalable VG, as scalable VGs are not PP
per PV dependent.
Converting a volume group to a scalable volume group

A volume group can be converted to a scalable VG using the chvg -G <vg_name>
command, but the volume group must be varied off.
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Mirroring
Physical Logical
Partitions Partitions
write(data);
/
Mirrored
Logical
Volume Application
Figure 5-6. Mirroring AU1614.0
Notes:

General description of mirroring

Logical volumes can be mirrored, which means each logical partition gets more than
one associated physical partition. The maximum ratio is 1:3; this means that one logical
partition has three associated physical partitions.

Discussion of example on visual

The picture on the visual shows a two-disk mirroring of a logical volume. An application
writes data to the disk, which is always handled by the LVM. The LVM recognizes that
this partition is mirrored. The data will be written to both physical partitions. If one of the
disks fails, there will be at least one good copy of the data.
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Striping

1

Stripe 2

Units 3 S
4
5
6
I Striped
8 Logical
9 Volume

Stream of
hdisk2 data
Figure 5-7. Striping AU1614.0

Notes:

General description of striping

Striping is an LVM feature where the partitions of the logical volume are spread across
different disks. The number of disks involved is called stripe width.

Striping works by splitting write and read requests to a finer granularity, named stripe
size. Strip sizes may vary from 4 KB to 128 KB. A single application write or read
request is divided into parallel physical I/O requests. The LVM fits the pieces together
by tricky buffer management.

When to use striping

Striping makes good sense, when the following conditions are true:

- The disks use separate adapters. Striping on the same adapter does not improve
the performance very much.

- The disks are equal in size and speed.
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- The disks contain striped logical volumes only.

- Accessing large sequential files. For writing or reading small files striping does not
improve the performance.

Striped column support for logical volumes (AIX 5L V5.3 and later)

AIX 5L V5.3 further enhanced the LVM striping implementation and introduced striped
columns support for logical volumes. This feature allows you to extend a striped logical
volume even if one of the physical volumes in the group of disks used for the logical
volume has become full.

In previous AlX releases, you could enlarge the size of a striped logical volume with the
extendlv command, but only as long as enough physical partitions were available
within the group of disks used for the striped logical volume. Rebuilding the entire LV
was the only way to expand a striped logical volume beyond the hard limits imposed by
the disk capacities. This workaround required you to back up and delete the striped LV
and then to recreate the LV with a larger stripe width followed by a restore operation of
the LV data.

To overcome the disadvantages of this rather time-consuming procedure, AIX 5L V5.3
introduces the concept of striped columns for LVs.

In AIX 5L V5.3 and AIX 6.1, the upper bound (the maximum number of disks that can be
allocated to the logical volume) can be a multiple of the stripe width. One set of disks,
as determined by the stripe width, can be considered as one striped column.

If you use the extendlv command to extend a striped logical volume beyond the
physical limits of the first striped column, an entire new set of disks will be used to fulfill
the allocation request for additional logical partitions. If you further expand the LV, more
striped columns may get added as required and as long as you stay within the upper
bound limit. The -u flag of the chlv, extendlv, and mklvcopy commands will now allow
you to change the upper bound to be a multiple of the stripe width. The extendlv -u
command can be used to change the upper bound and to extend the LV in a single
operation.
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Mirroring and Striping with RAID

RAID = Redundant Array of Independent Disks

RAID il |

] 1

Adapter =

o B o I

1

[ J

RAID Array
Controller
Group of
disks
© Copyright IBM Corporation 2007
Figure 5-8. Mirroring and Striping with RAID AU1614.0
Notes:

Storage subsystem capabilities

IBM offers storage subsystems (for example the IBM TotalStorage® DS4500 Storage
Server) that allow mirroring and striping on a hardware level.

Redundant Array of Independent Disks (RAID)

Redundant Array of Independent Disks (RAID) is a term used to describe the technique
of improving data availability through the use of arrays of disks and various data-striping
methodologies. Disk arrays are groups of disks that work together to achieve higher
data-transfer and I/O rates than those provided by single large drives. An array is a set
of multiple disk drives plus an array controller that keeps track of how data is distributed
across the drives.
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By using multiple drives, the array can provide higher data-transfer rates and higher 1/0
rates when compared to a single large drive; this is achieved through the ability to
schedule reads and writes to the disks in the array in parallel.

Arrays can also provide data redundancy so that no data is lost if a single physical disk
in the array should fail. Depending on what is referred to as the RAID level, data is
either mirrored or striped.

Common RAID levels

The most common RAID levels are RAID 0, RAID 1, and RAID 5. These RAID levels
are described on the next page.
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RAID Levels You Should Know About

RAID Level

Implementation

Explanation

Striping

Data is split into blocks. These
blocks are written to or read
from a series of disks in parallel.
No data redundancy.

Mirroring

Data is split into blocks and
duplicate copies are kept on
separate disks. If any disk in the
array fails, the mirrored data can
be used.

Striping with
parity drives

Data is split into blocks that are
striped across the disks. For
each block, parity information is
written that allows the
reconstruction in case of a disk
failure.

© Copyright IBM Corporation 2007

Figure 5-9. RAID Levels You Should Know About

Notes:

Introduction

AU1614.0

The most common RAID levels are RAID 0, RAID 1, and RAID 5. These RAID levels
are described in the paragraphs that follow.

RAID 0

RAID 0 is known as disk striping. Conventionally, a file is written out to (or read from) a
disk in blocks of data. With striping, the information is split into chunks (a fixed amount of
data) and the chunks are written to (or read from) a series of disks in parallel.

RAID 0 is well suited for applications requiring fast read or write accesses. On the other
hand, RAID 0 is only designed to increase performance; there is no data redundancy, so
any disk failure will require reloading from backups.
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Select RAID level 0 for applications that would benefit from the increased performance
capabilities of this RAID level. Never use this level for critical applications that require
high availability.

RAID 1

RAID 1 is known as disk mirroring. In this implementation, duplicate copies of each
chunk of data are kept on separate disks, or more usually, each disk has a twin that
contains an exact replica (or mirror image) of the information. If any disk in the array
fails, then the mirrored twin can take over.

Read performance can be enhanced as the disk with its actuator closest to the required
data is always used, thereby minimizing seek times. The response time for writes can be
somewhat slower than for a single disk, depending on the write policy; the writes can
either be executed in parallel for speed, or serially for safety. This technique improves
response time for read-mostly applications, and improves availability. The downside is
you will need twice as much disk space.

RAID 1 is most suited to applications that require high data availability, good read
response times, and where cost is a secondary issue.

RAID 5

RAID 5 can be considered as disk striping combined with a sort of mirroring. That means
that data is split into blocks that are striped across the disks, but additionally parity
information is written that allows recovery in the event of a disk failure.

Parity data is never stored on the same drive as the blocks that are protected. In the
event of a disk failure, the information can be rebuilt by the using the parity information
from the remaining drives.

Select RAID level 5 for applications that manipulate small amounts of data, such as
transaction processing applications. This level is generally considered the best
all-around RAID solution for commercial applications.

LVM support of RAID

RAID algorithms can be implemented as part of the operating system's file system
software, or as part of a disk device driver. AIX LVM supports the following RAID
options:

- RAID 0 (Striping)
- RAID 1 (Mirroring)
- RAID 10 or 0+1 (Mirroring and striping)
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Exercise 5: LVM Tasks and Problems (Part 1)

!%
e Part 1: Basic LVM Tasks

s

© Copyright IBM Corporation 2007

Figure 5-10. Exercise 5: LVM Tasks and Problems (Part 1) AU1614.0

Notes:

Goal of first part of this exercise

In the first part of this exercise, you will have to execute some basic LVM tasks. The
goal of this part of the exercise is to refresh your memory regarding some important
LVM concepts and the procedures required to complete certain key LVM tasks.

© Copyright IBM Corp. 1997, 2007 Unit 5. Disk Management Theory 5-19

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

5-20 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

5.2. LVM Data Representation
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LVM Identifiers

Goal: Unique worldwide identifiers for
* Volume groups

» Hard disks

* Logical volumes

7 N\
# lsvg rootvg
. VG IDENTIFIER: 00c35ba000004c00000001157£54b£f78
# lspv 32 bytes long
hdiskO 00c35bal7b2e24£0 rootvg active
32 bytes long
# 1slv hdd (16 are shown)
LOGICAL VOLUME: hd4 VOLUME GROUP: rootvg
LV IDENTIFIER: 00c35ba000004c00000001157£54b£f78.4
— VGID.minor number
# uname -m
00C35BA04C00
- J
© Copyright IBM Corporation 2007
Figure 5-11. LVM Identifiers AU1614.0
Notes:

Use of identifiers

The LVM uses identifiers for disks, volume groups, and logical volumes. As volume
groups could be exported and imported between systems, these identifiers must be
unique worldwide.

All identifiers are based on the CPU ID of the creating host and a timestamp.

Volume group identifiers

As shown on the visual, the volume groups identifiers (VGIDs) have a length of 32
bytes.
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Disk identifiers

Hard disk identifiers have a length of 32 bytes, but currently the last 16 bytes are
unused and are all set to 0 in the ODM. Notice that, as shown on the visual, only the
first 16 bytes of this identifier are displayed in the output of the 1spv command.

If you ever have to manually update the disk identifiers in the ODM, do not forget to add
16 zeros to the physical volume ID.

Logical volume identifiers

The logical volume identifiers consist of the volume group identifier, a period and the
minor number of the logical volume.
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LVM Data on Disk Control Blocks

Volume Group Descriptor Area (VGDA)

» Most important data structure of LVM

* Global to the volume group (same on each disk)
» One or two copies per disk

Volume Group Status Area (VGSA)

* Tracks the state of mirrored copies
* One or two copies per disk

Logical Volume Control Block (LVCB)

 Has historically occupied first 512 bytes of each
logical volume

» Contains LV attributes (policies, number of copies)

» Should not be overwritten by applications using raw
devices!

© Copyright IBM Corporation 2007

Figure 5-12. LVM Data on Disk Control Blocks AU1614.0

Notes:

Disk control blocks used by LVM

The LVM uses three different disk control blocks:

1. The Volume Group Descriptor Area (VGDA) is the most important data structure of
the LVM. A redundant copy is kept on each disk that is contained in a volume group.
Each disk contains the complete allocation information of the entire volume group.

2. The Volume Group Status Area (VGSA) tracks the status of all physical volumes in
the volume group (active or missing) and the state of all allocated physical
partitions in the volume group (active or stale). Each disk in a volume group
contains a VGSA.

3. The Logical Volume Control Block (LVCB) generally resides in the first 512 bytes of
each logical volume. However, no LVCB information is kept at this location in
scalable volume groups. Also, the administrator of a big VG can use the -T option of
the mklv command to request that the LVCB not be stored in the beginning of the LV.

5-24 AIX 6 Problem Determination © Copyright IBM Corp. 1997, 2007

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

If raw devices are used (for example, many database systems use raw logical
volumes), be careful that these programs do not destroy the LVCB.

VGSA for scalable volume groups

The VGSA for scalable VGs consists of three areas: PV missing area (PVMA), mirror
write consistency dirty bit area (MWC_DBA), and PP status area (PPSA).

- PV missing area: The PVMA tracks if any of the disks are missing

- MWC dirty bit area: The MWC_DBA holds the status for each LV if passive mirror
write consistency is used

- PP status area: The PPSA logs any stale PPs

The overall size reserved for the VGSA is independent of the configuration parameters
of the scalable VG and stays constant. However, the size of the contained PPSA
changes in proportion to the configured maximum number of PPs.

LVCB-related considerations

For standard VGs, the LVCB resides in the first block of the user data within the LV. Big
VGs keep additional LVCB information in the VGDA. The LVCB structure on the first LV
user block and the LVCB structure within the VGDA are similar but not identical. (If a big
VG was created with the -T 0 option of the mkvg command, no LVCB will occupy the first
block of the LV.) With scalable VGs, logical volume control information is no longer
stored on the first user block of any LV. All relevant logical volume control information is
kept in the VGDA as part of the LVCB information area and the LV entry area. So, no
precautions have to be taken when using raw logical volumes, because there is no
longer a need to preserve the information held by the first 512 bytes of the logical
device.
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LVM Data in the Operating System

Object Data Manager (ODM)

* Physical volumes, volume groups, and logical volumes are
represented as devices (customized devices)

* CuDv, CuAt, CuDvDr, CuDep

AlX Files

* letc/vglvgVGID Handle to the VGDA copy in memory

* /dev/hdiskX Special file for a disk

 /dev/VGname Special file for administrative access to a VG
* /[dev/LVnhame Special file for a logical volume

* letc/filesystems  Used by the mount command to associate
LV name, file system log, and mount point

© Copyright IBM Corporation 2007

Figure 5-13. LVM Data in the Operating System AU1614.0

Notes:

LVM information stored in the ODM

Physical volumes, volume groups, and logical volumes are handled as devices in AlX.
Every physical volume, volume group, and logical volume is defined in the customized
object classes in the ODM.

LVM information stored in AlX files

As shown on the visual, many AIX files also contain LVM-related data.

The VGDA is always stored by the kernel in memory to increase performance. This
technique is called a memory-mapped file. The handle is always a file in the /etc/vg
directory. This filename always reflects the volume group identifier.
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Contents of the VGDA

Header Time Stamp e Updated when VG is changed

e PVIDs only (no PV names)

Physical Volume List | J'\,5hA count and PV state

e LVIDs and LV names

Logical Volume List o Number of copies

Physical Partition Map e Maps LPs to PPs

e Must contain same value as

Trailer Time Stamp header time stamp

© Copyright IBM Corporation 2007

Figure 5-14. Contents of the VGDA AU1614.0

Notes:

Introduction

The table on the visual shows the contents of the VGDA. The individual items listed are
discussed in the paragraphs that follow.

Time stamps

The time stamps are used to check if a VGDA is valid. If the system crashes while
changing the VGDA, the time stamps will differ. The next time the volume group is
varied on, this VGDA is marked as invalid. The latest intact VGDA will then be used to
overwrite the other VGDASs in the volume group.
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Physical volume list

The VGDA contains the physical volume list. Note that no disk names are stored, only
the unique disk identifiers are used. For each disk, the number of VGDAs on the disk
and the physical volume state is stored. We will talk about physical volume states later
in this unit.

Logical volume list

The VGDA contains a record of the logical volumes that are part of the volume group. It
stores the LV identifiers and the corresponding logical volume names. Additionally, the
number of copies is stored for each LV.

Physical partition map

The most important data structure is the physical partition map. It maps each logical
partition to a physical partition. The size of the physical partition map is determined at
volume group creation time.
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VGDA Example
# lqueryvg -p hdiskl -At

Max LVs: 256
PP Size: 20 > 1:
Free PPs: 12216
LV count: 3 > 2:
PV count: 1 . 3:
Total VGDAs: 2 > 4
MAX PPs per PV: 32768
MAX PVs: 1024
Logical: - 9
00c35ba000004c00000001157fcfebdf. 1 1v00 1
00c35ba000004c00000001157fcf6bdf. 2 1v01l 1
00c35ba000004c00000001157fcf6bdf.3 1v02 1
Physical: 00c35bal07£fcf6b93 2 0
/ /
© Copyright IBM Corporation 2007
Figure 5-15. VGDA Example AU1614.0
Notes:

The lqueryvg command

The 1queryvg command is a low-level command that shows an extract from the VGDA
on a specified disk, for example, hdisk1.

In the command shown on the visual, -p hdiskl means to read the VGDA on hdisk1,
-A means to display all available information, and -t means to display descriptive tags.)

The visual only shows selected fields from the report; a more complete example output
is below in these notes.

Interpreting 1queryvg output

As an exercise in interpreting the output of 1queryvg, match each of the following
expressions to the appropriate numbered location on the visual.

a. VGDA count on this disk
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2 VGDAs in VG

3 LVsin VG

PP size = 220 (2 to the 20th power) bytes, or 1 MB (for this volume group)
LVIDs (VGID.minor_number)

1 PVsin VG

g. PVIDs

~ 0o oo T

Output of 1queryvgon AIX 6.1

The output of 1queryvg on recent AIX versions gives more information than shown in
the example on the visual. An example of 1querywvg (for the rootvg disk) output from an
AlIX 6.1 system is given below:

Max LVs: 256
PP Size: 24
Free PPs: 590
LV count: 10
PV count: 1
Total VGDAs: 2

Conc Allowed: 0
MAX PPs per PV 1016
MAX PVs: 32
Quorum (disk):
Quorum (dd) :
Auto Varyon ?:
Conc Autovaryo
Varied on Conc

O o B

Logical: 00c35pa000004c00000001157£54bf78.1 ha5 1
00c35ba000004c00000001157£54bf78.2 hde 1
00c35pba000004c00000001157£54b£f78.3 hd8 1
00c35ba000004c00000001157£54bf78.4 hd4 1
00c35pba000004c00000001157£54b£f78.5 hd2 1
00c35ba000004c00000001157£54bf78.6 hdSvar 1
00c35pba000004c00000001157£54bf78.7 hd3 1
00c35ba000004c00000001157£54bf78.8 hdl 1
00c35ba000004c00000001157£54bf78.9 hdl0Oopt 1
00c35ba000004c00000001157£54bf78.10 hdlladmin 1

Physical: 00c35bal7b2e24£0 2 0

Total PPs: 767

LTG size: 128

HOT SPARE: 0

AUTO SYNC: 0

VG PERMISSION: O
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SNAPSHOT VG: 0
IS PRIMARY VG: O
PSNFSTPP: 4352
VARYON MODE:: 0
VG Type: 0
Max PPs: 32512
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The Logical Volume Control Block (LVCB)

/; getlvcb -AT hd2 \\
AIX LVCB
intrapolicy
copies =1
interpolicy = m
lvid = 00c35ba000004c00000001157£54b£f78.5
lvname = hd2
label = /usr
machine id = 35BA04C00
number lps = 102
relocatable = y
strict = y
stripe width = 0
stripe size in exponent = 0
type = jfs2
upperbound = 32
fs =
time created = Mon Oct 8 11:16:49 2007
time modified = Mon Oct 8 07:00:09 2007

C

NS S

© Copyright IBM Corporation 2007

Figure 5-16. The Logical Volume Control Block (LVCB) AU1614.0

Notes:

The LVCB and the getlvcb command

The LVCB stores attributes of a logical volume. The getlveb command queries an
LVCB.

Example on visual

In the example on the visual, the getlveb command is used to obtain information from
the logical volume hd2. The information displayed includes the following:

- Intrapolicy, which specifies what strategy should be used for choosing physical
partitions on a physical volume. The five general strategies are edge (sometimes
called outer-edge), inner-edge, middle (sometimes called outer-middle),
inner-middle, and center (c = Center).

- Number of copies (1 = No mirroring).
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- Interpolicy, which specifies the number of physical volumes to extend across (m =
Minimum).

- LVID

- LV name (hd2)

- Number of logical partitions (103)

- Can the partitions be reorganized? (relocatable = v)
- Each mirror copy on a separate disk (strict = vy)

- Number of disks involved in striping (stripe width)

- Stripe size

- Logical volume type (type = 7jfs)

- JFS file system information

- Creation and last update time
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How LVM Interacts with ODM and VGDA

importvg
""""""""""""""""""""""""""""""" ODM
letc/filesystems
Change, using Match IDs by
low-level name
commands
mkvg
extendvg
mklv Update :
crfs - exportvg
chfs :
rmlv '

© Copyright IBM Corporation 2007

Figure 5-17. How LVM Interacts with ODM and VGDA

Notes:

High-level commands

AU1614.0

Most of the LVM commands that are used when working with volume groups, physical,
or logical volumes are high-level commands. These high-level commands (like mkvg,
extendvg, mklv, and others listed on the visual) are implemented as shell scripts and
use names to reference a certain LVM object. The ODM is consulted to match a name,

for example, rootvg or hdisk0, to an identifier.

Interaction with disk control blocks and the ODM

The high-level commands call intermediate or low-level commands that query or
change the disk control blocks VGDA or LVCB. Additionally, the ODM has to be
updated; for example, to add a new logical volume. The high-level commands contain
signal handlers to clean up the configuration if the program is stopped abnormally. If a
system crashes, or if high-level commands are stopped by kill -9, the system can
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end up in a situation where the VGDA/LVCB and the ODM are not in sync. The same
situation may occur when low-level commands are used incorrectly.

The importvg and exportvg commands

The visual shows two very important commands that are explained in detail later. The
command importvg imports a complete new volume group based on a VGDA and

LVCB on a disk. The command exportvg removes a complete volume group from the
ODM.
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ODM Entries for Physical Volumes (1 of 3)

4 # odmget -g "name like hdisk[02]" CuDv )
CuDv:
name = "hdiskO0"
status = 1
chgstatus = 2
ddins = "scsidisk"
location = ""
parent = "vscsiO"
connwhere = "810000000000"
PdDvLn = "disk/vscsi/vdisk"
CuDv:
name = "hdisk2"
status = 1
chgstatus = 0
ddins = "scdisk"
location = "01-08-01-8,0"
parent = "scsil"
connwhere = "8,0"
\Ki PdDvLn = "disk/scsi/scsd" {é
© Copyright IBM Corporation 2007
Figure 5-18. ODM Entries for Physical Volumes (1 of 3) AU1614.0

Notes:

CuDV entries for physical volumes

Key attributes

status

chgstatus = 2 means the status has not changed since last reboot

The CuDv object class contains information about each physical volume.

Remember the most important attributes:

1 means the disk is available

location specifies the location code of the device

parent specifies the parent device
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Physical vs. virtual disks

The two disks have different device drivers and different Predefined Device object class
links. This is because hdisk2 is a physical disk which has been directly allocated to the
logical partition (which this example came from), while hdiskO is a virtual disk which is
mapped though the Advanced Power Virtualization feature to a backing physical disk
which is allocated to a Virtual I/O Server partition on the same machine.

The virtual disk does not have an AlX location code. Rather, its location is the physical
location code of its parent virtual SCSI adapter (vscsiO) supplemented with the LUN
number for the backing device which is recorded in the connwhere field. The physical
location code of the parent adapter is recorded in the CuVPD object for the adapter.
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ODM Entries for Physical Volumes (2 of 3)

- A

# odmget -g "name=hdisk0 and attribute=pvid" CuAt
CuAt:

name = "hdiskO"

attribute = "pvid"

value = "00c35ba07b2e24£00000000000000000"
type = "R"

generic = "D"

rep = "s"

nls_index = 11

\ V4

© Copyright IBM Corporation 2007
Figure 5-19. ODM Entries for Physical Volumes (2 of 3) AU1614.0
Notes:

The pvid attribute

The disk’s most important attribute is its PVID.

The PVID has a length of 32 bytes, where the last 16 bytes are set to zeros in the ODM.
Whenever you must manually update a PVID in the ODM, you must specify the
complete 32-byte PVID of the disk.

Other information stored in CuAt

Other attributes of physical volumes (for example, the size of the disk) may be stored in
CuAt.
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ODM Entries for Physical Volumes (3 of 3)

# odmget -q "value3 like hdisk[03]" CuDvDr h
CuDvDr:
resource = "devno"
valuel = "17"
value2 = "Q"
value3 = "hdiskO"
CuDvDr:
resource = "devno"
valuel = "36"
value2 = "Q0"
value3 = "hdisk3"
# 1s -1 /dev/hdisk[03]
brw------- 1 root system 17, 0 Oct 08 06:17 /dev/hdiskO
brw------- 1 root system 36, 0 Oct 08 09:19 /dev/hdisk3
N J
© Copyright IBM Corporation 2007
Figure 5-20. ODM Entries for Physical Volumes (3 of 3) AU1614.0
Notes:

Major and minor numbers

The ODM class CuDvDr is used to store the major and minor numbers of the devices.
The output shown on the visual, for example, indicates that CuDvDr has stored the
major number 17 (valuel) and the minor number 0 (value2) for hdiskO.

The major numbers for the two disks are different because hdisk0 is a virtual disk,
served from a Virtual 1/0O Server partition, while hdisk1 is a physical disk allocated to
this logical partition.

Special files

Applications or system programs use the special files to access a certain device. For
example, the visual shows special files used to access hdisk0 (/dev/hdisk0) and
hdisk1 (/dev/hdisk1).
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ODM Entries for Volume Groups (1 of 2)

//# odmget -g "name=rootvg" CuDv )
CuDv:

name = '"rootvg"

status = 0

chgstatus =1

ddins = ""

location = ""

parent = ""

connwhere = ""

PdDvLn = "logical volume/vgsubclass/vgtype"

# odmget -g "name=rootvg" CuAt

CuAt:
name = "rootvg"
attribute = "vgserial id"
value = "00c35ba000004c00000001157£54b£f78"
type = "R"
generic = "D"
rep - "n"
nls_index = 637
\ (output continues on next page) //
© Copyright IBM Corporation 2007
Figure 5-21. ODM Entries for Volume Groups (1 of 2) AU1614.0
Notes:

CuDv entries for volume groups

Information indicating the existence of a volume group is stored in CuDv, which means
all volume groups must have an object in this class. The visual shows an example of a
CuDv entry for rootvg.

VGID

One of the most important pieces of information about a volume group is the VGID. As
shown on the visual, this information is stored in CuAt.

Disks belonging to a volume group

An entry for each disk that belongs to a volume group is stored in CuAt. That is shown
on the next page.
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ODM Entries for Volume Groups (2 of 2)

# odmget -q "name=rootvg" CuAt )

CuAt:
name = "rootvg"
attribute = "timestamp"
value = "470albc9243ed693"
type - "R"
generic = "DU"
rep — " s n
nls index = 0

CuAt:
name = "rootvg"
attribute = "pv"
value = "00c35ba07b2e24£00000000000000000"
type = "R"
generic = ""
rep = "sl"
nls index = 0

\\, _ {é
© Copyright IBM Corporation 2007
Figure 5-22. ODM Entries for Volume Groups (2 of 2)) AU1614.0

Notes:

Disks belonging to a volume group

The CuAt object class contains an object for each disk that belongs to a volume group.
The visual shows an example of a CuAt object for a disk in rootvg.

Length of PVID

Remember that the PVID is a 32-number field, where the last 16 numbers are set to

Zeros.
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ODM Entries for Logical Volumes (1 of 2)

//# odmget -q "name=hd2" CuDv
CuDv:

name = "hd2"

status = 0

chgstatus =1

ddins = ""

location = ""

parent = "rootvg"

connwhere = ""

PdDvLn = "logical volume/lvsubclass/lvtype"

# odmget -gq "name=hd2" CuAt

CuAt:
name = "hd2"
attribute = "lvserial id"
value = "00c35ba000004c00000001157£54b£78.5"
type = "R"
generic = "D"
rep = "n"

nls_index = 648

© Copyright IBM Corporation 2007

Figure 5-23. ODM Entries for Logical Volumes (1 of 2) AU1614.0

Notes:

CuDv entries for logical volumes

The CuDv object class contains an entry for each logical volume.

Attributes of a logical volume

Attributes of a logical volume, for example, its LVID (1vserial id), are stored in the
object class CuAt. Other attributes that belong to a logical volume are the intra-physical
policy (intra), stripe width, type, size, and label.
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ODM Entries for Logical Volumes (2 of 2)

a N
# odmget -q "value3=hd2" CuDvDr
CuDvDr:
resource = "devno"
valuel = "10"
value2 = "5"

value3d = "hd2"

# 1s -1 /dev/hd2
brw------- 1 root system 10,5 08 Jan 06:56 /dev/hd2

# odmget -g "dependency=hd2" CuDep

CuDep:
name = '"rootvg"
dependency = "hd2"
© Copyright IBM Corporation 2007
Figure 5-24. ODM Entries for Logical Volumes (2 of 2) AU1614.0
Notes:

CuDvDr logical volume objects

Each logical volume has an object in CuDvDr that is used to create the special file entry
for that logical volume in /dev. As an example, the sample output on the visual shows
the CuDvDr object for hd2 and the corresponding /dev/hd2 (major number 10, minor
number 5) special file entry in the /dev directory.

CuDep logical volume entries

The ODM class CuDep (customized dependencies) stores dependency information for
software devices. For example, the sample output on the visual indicates that the
logical volume hd2 is contained in the rootvg volume group.
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ODM-Related LVM Problems

y 2
VGDA | | High-Level Commands { ODM }
LVCB

1 - Signal Handler
] - Lock

What can cause problems ?

*kill -9, shutdown, system crash

 Improper use of low-level commands

* Hardware changes without or with wrong
software actions

* Full root file system

© Copyright IBM Corporation 2007

Figure 5-25. ODM-Related LVM Problems AU1614.0

Notes:

Normal functioning of high-level commands

As already mentioned, most of the time administrators use high-level commands to
create or update volume groups or logical volumes. These commands use signal
handlers to set up a proper cleanup in case of an interruption. Additionally, LVM
commands use a locking mechanism to block other commands while a change is in
progress.

Causes of problems

The signal handlers used by high-level LVM commands do not work with a ki1l -9, a
system shutdown, or a system crash. You might end up in a situation where the VGDA
has been updated, but the change has not been stored in the ODM.

Problems might also occur because of the improper use of low-level commands or
hardware changes that are not followed by correct administrator actions.
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Another common problem is ODM corruption when performing LVM operations when
the root file system (which contains /etc/objrepos) is full. Always check the root file
system free space before attempting LVM recovery operations.
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Fixing ODM Problems (1 of 2)

If the ODM problem is not in the rootvg, for example in volume
group homevg, do the following:

# varyoffvg homevg

# exportvg homevg < Remove complete volume

group from the ODM
# importvg -y homevg hdiskX

A

Import volume group and
create new ODM objects

© Copyright IBM Corporation 2007

Figure 5-26. Fixing ODM Problems (1 of 2) AU1614.0

Notes:

Determining which volume group has the problem

If you detect ODM problems, you must determine whether the volume group with the
problem is the rootvg or not. Because the rootvg cannot be varied off, the procedure
given here applies only to non-rootvg volume groups.

Steps in ODM repair procedure (for problem not in rootvg)

1. Inthe first step, you vary off the volume group, which requires that all file systems
must be unmounted first. To vary off a volume group, use the varyoffwg command.

2. Inthe next step, you export the volume group by using the exportvgcommand. This
command removes the complete volume group from the ODM. The VGDA and
LVCB are not touched by exportvg.
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3. Inthe last step, you import the volume group by using the importvg command.
Specify the volume group name with option -y, otherwise AIX creates a new volume

group name.

You need to specify only one intact physical volume of the volume group that you
import. The importvg command reads the VGDA and LVCB on that disk and
creates completely new ODM objects.

Note: We will return to the export and import functions later in this course.
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Fixing ODM Problems (2 of 2)

If the ODM problem is in the rootvg, try using
rvgrecover.

PV=hdiskO
VG=rootvg
cp /etc/objrepos/CuAt /etc/objrepos/CuAt.$$
cp /etc/objrepos/CuDep /etc/objrepos/CuDep.S$$
cp /etc/objrepos/CuDv /etc/objrepos/CuDv.$$
cp /etc/objrepos/CuDvDr /etc/objrepos/CuDvDr.$$

lqueryvg -Lp $PV | awk '{print $2}' | while read LVname;
do

odmdelete -q "name=$LVname" -o CuAt

odmdelete -q "name=$LVname" -o CuDv o

odmdelete -q "value3=$LVname" -o CuDvDr US“eS odn}’delete
done to “export” rootvg

odmdelete -q "name=$VG" -o CuAt o .
odmdelete -q "parent=$VG" -o CuDv Uses lmportvg to

odmdelete -q "name=$VG" -o CuDv import rootvg
odmdelete -q "name=$VG" -o CuDep

odmdelete -q "dependency=$VG" -o CuDep
odmdelete -q "valuel=10" -o CuDvDr

odmdelete -q "value3=$VG" -o CuDvDr

importvg -y $VG $PV # ignore lvaryoffvg errors
varyonvg $VG

© Copyright IBM Corporation 2007

Figure 5-27. Fixing ODM Problems (2 of 2) AU1614.0

Notes:

Problems in rootvg

For ODM problems in rootvg, finding a solution is more difficult because rootvg cannot
be varied off or exported. However, it may be possible to fix the problem using one of
the techniques described below.

The rvgrecover shell script

If you detect ODM problems in rootvg, you can try using the shell script rvgrecover.
The procedure is described in the AIX 4.3 Problem Solving Guide and Reference
(SC23-4123). Create this script (shown on the visual) in /bin and mark it executable.

The script rvgrecover removes all ODM entries that belong to your rootvg by using
odmdelete. That is the same way exportvg works.
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After deleting all ODM objects from rootvg, it imports the rootvg by reading the VGDA
and LVCB from the boot disk. This results in completely new ODM objects that describe
your rootvg.

The redefinevg command

Use of the redefinevg command is another way that you might be able to fix ODM
problems in rootvg. The redefinevg command redefines the set of physical volumes
of the given volume group in the device configuration database. If inconsistencies occur
between the physical volume information in the ODM and the on-disk metadata, the
redefinevg command determines which physical volumes belong to the specified
volume group and re-enters this information in the ODM. The redefinevg command
checks for inconsistencies by reading the reserved areas of all the configured physical
volumes attached to the system.

The synclvodm command

Syntax: synclvodm <VG> [<LV> ...]

Use of the synclvodm command is yet another way that you might be able to fix ODM
problems in rootvg. If for some reason the ODM is not consistent with on-disk
information, the synelvodm command can be used to re-synchronize the database. It
synchronizes or rebuilds the LVCB, the ODM, and the VGDAs. The volume group must
be active for the re-synchronization to occur. If logical volume names are specified, only
the information related to those logical volumes is updated.

RAM Disk Maintenance Mode

If use of the preceding techniques does not fix the problem, you must go into the RAM
Disk Maintenance Mode (boot into Maintenance mode from the CD-ROM). Before
attempting this, you should make sure you have a current mksysb backup.

Use the steps in the following table (which are similar to those in the rvgrecover script
shown on the visual) to recover the rootvg volume group after booting to maintenance
mode and file system mounting.

Step Action
Delete all of the ODM information about logical volumes.
Get the list of logical volumes from the VGDA of the physical volume.
# lqueryvg -p hdiskO -L | awk '{print $2}' \
| while read LVname; do
> odmdelete -q “name=$LVname” -o CuAt
> odmdelete -q “name=$LVname” -o CuDv
> odmdelete -q “value3=$LVname” -o CuDvDr
> done

© Copyright IBM Corp. 1997, 2007 Unit 5. Disk Management Theory 5-49

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Step Action

Delete the volume group information from ODM.

# odmdelete -q “name=rootvg” -o CuAt

# odmdelete -q “parent=rootvg” -o CuDv

# odmdelete -q “name=rootvg” -o CuDv

# odmdelete -q “‘name=rootvg” -o CuDep

# odmdelete -q “dependency=rootvg” -o CuDep

# odmdelete -q “valuel=10"” -o CuDvDr

# odmdelete -q “value3=rootvg” -o CuDvDr
Add the volume group associated with the physical volume back to the
3 |ODM.

# importvg -y rootvg hdiskO0
Recreate the device configuration database in the ODM from the
4  linformation on the physical volume.
# varyonvg -f rootvg
This assumes that hdisk0 is part of rootvg.

In CuDvDr:

valuel = major number

value2 = minor number

value3 = object name for major/minor number
rootvg always has valuel = 10.

The steps can also be used to recover other volume groups by substituting the
appropriate physical volume and volume group information. It is suggested that this
example be made a script.
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Exercise 5: LVM Tasks and Problems (Part 2)
!%

* Part 2: Analyze and Fix an LVM-related
ODM Problem

* Part 2: Analyze and Fix an LVM-related
ODM Problem Using rvgrecover

P~

© Copyright IBM Corporation 2007

Figure 5-28. Exercise 5: LVM Tasks and Problems (Part 2) AU1614.0

Notes:

Goals for second part of this exercise

At the end of this part of this exercise, you should be able to:
- Analyze an LVM-related ODM problem
- Fix an LVM-related ODM problem associated with the rootvg
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5.3. Mirroring and Quorum
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Mirroring
- Logical
hdiskO :% Partitions
i \
R N
N ~
hdisk1 <
§$ [ |
_ — Mirrored
hdisk2 Logical
_— Volume
LP: PP1l: PP2: PP3:
VGSA——
5 hdiskO, 5 hdiskl, 8 hdisk2, 9
© Copyright IBM Corporation 2007
Figure 5-29. Mirroring AU1614.0
Notes:

Using mirroring to increase availability

The visual above shows a mirrored logical volume, where each logical partition is
mirrored to three physical partitions. More than three copies are not possible.

If one of the disks fails, there are at least two copies of the data available. That means
mirroring is used to increase the availability of a system or a logical volume.

Role of VGSA

The information about the mirrored partitions is stored in the VGSA, which is contained
on each disk. In the example shown on the visual, we see that logical partition 5 points
to physical partition 5 on hdisk0, physical partition 8 on hdisk1, and physical partition 9
on hdisk2.
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Historical information

In AIX 4.1/4.2, the maximum number of mirrored partitions on a disk was 1016. AlX 4.3
and subsequent releases allow more than 1016 mirrored partitions on a disk.
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Stale Partitions

hdiskO [

i \

<> Mirrored

: Logical

hdisk1 if Volume
hdisk2 | DXAg" Stale partition

L

After repair of hdisk2:

* varyonvg VGName (calls syncvg -v VGName)
* Only stale partitions are updated

© Copyright IBM Corporation 2007

Figure 5-30. Stale Partitions AU1614.0

Notes:

How data becomes stale
If a disk that contains a mirrored logical volume (such as hdisk2 on the visual) fails, the
data on the failed disk becomes stale (not current, not up-to-date).

How state information is kept

State information (active or stale) is kept for each physical partition. A physical
volume is shown as stale (1svg VGName), as long as it has one stale partition.
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Updating stale partitions

If a disk with stale partitions has been repaired (for example, after a power failure), you
should issue the varyonvg command which starts the syncvg command to synchronize
the stale partitions. The syncvg command is started as a background job that updates
all stale partitions from the volume group.

Always use the varyonvg command to update stale partitions. After a power failure, a
disk forgets its reservation. The syncvg command cannot reestablish the reservation,
whereas varyonvg does this before calling syncvg. The term reservation means that a
disk is reserved for one system. The disk driver puts the disk in a state where you can
work with the disk (at the same time the control LED of the disk turns on).

The varyonvg command works if the volume group is already varied on or if the volume
group is the rootvg.
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Creating Mirrored LVs (smit mklv)

a Add a Logical Volume )
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[TOP] [Entry Fields]
Logical volume NAME [1v01]
VOLUME GROUP name rootvg
Number of LOGICAL PARTITIONS [50]
PHYSICAL VOLUME names [hdisk2 hdisk4]
Logical Volume TYPE [
POSITION on physical volume edge
RANGE of physical volumes minimum
MAXIMUM NUMBER of PHYSICAL VOLUMES []
to use for allocation
Number of COPIES of each logical [2]
partition
Mirror Write Consistency? active
Allocate each logical partition copy yes
on a SEPARATE physical volume?
SCHEDULING POLICY for reading/writing parallel
\i> logical partition copies <<9
© Copyright IBM Corporation 2007
Figure 5-31. Creating Mirrored LVs (smit mklv) AU1614.0
Notes:

Using SMIT to create a mirrored logical volume

A very easy way to create a mirrored logical volume is to use the SMIT fastpath
smit mklv to reach the screen shown on the visual and then do the following:

1. Specify the logical volume name, for example 1v01.
Specify the number of logical partitions, for example 50.

Specify the disks where the physical partitions reside. If you want mirroring on
separate adapters, choose disk names that reside on different adapters.

4. Specify the number of copies, for example 2 for a single mirror or 3 for a double
mirror.
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5. Do not change the default entry for Allocate each logical partition copy on
a SEPARATE physical volume?, which is yes. Otherwise you would mirror on the
same disk, which makes no sense. If you leave the default entry of yes and no
separate disk is available, mklvcopy will fail.

6. The terms Mirror Write Consistency and Scheduling Policy are explained in the next
few pages.
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Scheduling Policies: Sequential

1.  hdisk0 1ms

scsiN

3ms write

2. hdisk1 I g 0

scsil
3 hdisk2 8 ms / Mirrored

. IS .
scsi2 Logical
Volume

e Second physical write operation is not started unless the first
has completed successfully

e |In case of a total disk failure, there is always a "good copy"

e Increases availability, but decreases performance

e In this example, the write operation takes 12 ms (1 + 3 + 8)

© Copyright IBM Corporation 2007

Figure 5-32. Scheduling Policies: Sequential AU1614.0

Notes:

Write operations

The sequential scheduling policy performs writes to multiple copies in order. The
multiple physical partitions representing the mirrored copies of a single logical partition
are designated primary, secondary, and tertiary.

In sequential scheduling, the physical partitions are written to in sequence; the system
walits for the write operation for one physical partition to complete before starting the
write operation for the next one.

The write () operation of the application must wait until all three partitions are written to
the disk. This decreases the performance but increases availability. In case of a total
disk failure (for example, due to a power loss), there will always be a good copy.
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Read operations

For read operations on mirrored logical volumes with a sequential scheduling policy,
only the primary copy is read. If that read operation is unsuccessful, the next copy is
read. During the read-retry operation on the next copy, the failed primary copy is

corrected by the LVM with a hardware relocation. Thus, the bad block that prevented

the first read from completing is patched for future access.

© Copyright IBM Corp. 1997, 2007 Unit 5. Disk Management Theory 5-61

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Scheduling Policies: Parallel

writes start
hdisko s at the same
| - .
: im
1 ms scsio\;\ time
hdisk1 —— NS rritel
3ms Scsil A
hdisk? / Mirrored
8 ms scsi2 Logical
| - Volume

e \Write operations for physical partitions start at the same time:
When the longest write (8 ms) finishes, the write operation is
complete

e Improves performance (especially READ performance)

© Copyright IBM Corporation 2007

Figure 5-33. Scheduling Policies: Parallel AU1614.0

Notes:

Write operations

The parallel scheduling policy starts the write operation to all copies at the same time.
When the write operation that takes the longest to complete finishes (in the example on
the visual, the one that takes 8 milliseconds), the write () from the application
completes.

Read operations

Specifying mirrored logical volumes with a parallel scheduling policy may increase
overall performance due to a common read/write ratio of 3:1 or 4:1. With sequential
policy, the primary copy is always read; with parallel policy, the copy that is best
reachable is used. On each read, the system checks whether the primary is busy. If it is
not busy, the read is initiated on the primary. If the primary is busy, the system checks
the secondary. If it is not busy, the read is initiated on the secondary. If the secondary is
busy, the read is initiated on the copy with the least number of outstanding 1/Os.
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Parallel/sequential policy

The parallel/sequential policy always initiates reads from the primary copy, but initiates
writes concurrently.

Parallel/round-robin policy

The parallel/round-robin policy alternates reads between the copies. This results in
equal utilization for reads even when there is more than one 1/O outstanding at a time.
Writes are performed concurrently.

Mirroring on separate adapters

A parallel policy offers the best performance if you mirror on separate adapters.
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Mirror Write Consistency (MWC)

a )
Problem:
e Parallel scheduling policy and ...
e ... system crashes before the writes to all mirrors have
been completed
e Mirrors of the logical volume are in an inconsistent state

Solution: Mirror Write Consistency (MWC)

e MWC information used to make logical partitions consistent
again after reboot

e Active MWC uses separate area of each disk (outer edge
area)

e Try to place logical volumes that use active MWC
in the outer edge area

© Copyright IBM Corporation 2007
Figure 5-34. Mirror Write Consistency (MWC) AU1614.0
Notes:

Function of mirror write consistency (MWC)

When working with the parallel scheduling policy, the LVM starts the write operations for
the physical partitions at the same time. If a system crashes (for example, due to a
power failure) before the writes to all mirrors have been completed, the mirrors of the
logical volume will be in an inconsistent state.

To avoid this situation, always use mirror write consistency (MWC) when working with
the parallel scheduling policy.

When the volume group is varied back online for use, the MWC information is used to
make logical partitions consistent again.
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Active mirror write consistency

Active mirror write consistency is implemented as a cache on the disk and behaves
much like the JFS and JFS2 log devices. The physical write operation proceeds when
the MWC cache has been updated. The disk cache resides in the outer edge area.
Therefore, always try to place a logical volume that uses active MWC in the same area
as the MWC. This improves disk access times.

Passive mirror write consistency

AIX 5L V5.1 introduced the passive option to the mirror write consistency (MWC)
algorithm for mirrored logical volumes. This option cannot be used with logical volumes
in normal (default) volume groups. It is only valid when in a Big VG or a Scalable VG.

Passive MWC reduces the problem of having to update the MWC log on the disk. This
method logs that the logical volume has been opened but does not log writes. If the
system crashes, then the LVM starts a forced synchronization of the entire logical
volume when the system restarts.

Syntax for setting MWC options

The following syntax is used with either the mk1v or chlv command to set MWC
options:

mklv -w ylalpln
chlv -w ylalpln

Description of MWC options

The following table provides a description of the MWC options:

Option Description

yora Active MWC: Logical partitions that might be inconsistent
if the system or the volume group is not shut down
properly are identified. When the volume group is varied
back online, this information is used to make logical
partitions consistent.

P Passive MWC: The volume group logs that the logical
volume has been opened. After a crash when the
volume group is varied on, an automatic forced
synchronization of the logical volume is started.
Consistency is maintained while the forced
synchronization is in progress by using a copy of the
read recovery policy that propagates the blocks being
read to the other mirrors in the logical volume.
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Option Description

n No MWC: The mirrors of a mirrored logical volume can
be left in an inconsistent state in the event of a system or
volume group crash. There is no automatic protection of
mirror consistency. Writes outstanding at the time of the
crash can leave mirrors with inconsistent data the next
time the volume group is varied on. After a crash, any
mirrored logical volume that has MWC turned OFF
should perform a forced synchronization before the data
within the logical volume is used. For example,

syncvg —-f -1 LVname
An exception to the forced synchronization requirement

is with logical volumes whose content is only valid while
the logical volume is open, such as paging spaces.
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Adding Mirrors to Existing LVs (mklvcopy)

4 Add Copies to a Logical Volume )
Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
Logical volume NAME [hd2]
NEW TOTAL number of logical partition 2
copies
PHYSICAL VOLUME names [hdisk1l]
POSITION on physical volume outer edge
RANGE of physical volumes minimum
MAXTMUM NUMBER of PHYSICAL VOLUMES [32]
to use for allocation
Allocate each logical partition copy yes
on a SEPARATE physical volume?
File containing ALLOCATION MAP [1
SYNCHRONIZE the data in the new no
logical partition copies?
\\‘ ‘CQ
© Copyright IBM Corporation 2007
Figure 5-35. Adding Mirrors to Existing LVs (mklvcopy) AU1614.0

Notes:

Adding mirrors to existing logical volumes

Using the mklvecopy command or the SMIT fastpath smit mklvcopy, you can add
mirrors to existing logical volumes. You need to specify the new total number of logical
partition copies and the disks where the physical partitions reside. If you work with
active MWC, use edge (or outer edge, as it is sometimes called) as the position policy
to increase performance.

If there are many LVs to synchronize, it is better not to synchronize the new copies
immediately after the creation. (The default action is to not synchronize the new copies
immediately after the creation.)

© Copyright IBM Corp. 1997, 2007 Unit 5. Disk Management Theory 5-67

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Examples of mklvcopy command use

Here are some examples illustrating use of the mklveopy command:
1. Add a copy for logical volume Iv01 on disk hdisk7:
# mklvcopy 1lv0l 2 hdisk7

2. Add a copy for logical volume Iv02 on disk hdisk4. The copies should reside in the
outer edge area. The synchronization will be done immediately:

# mklvcopy -a e -k 1lv02 2 hdisk4

Removing copies from a logical volume

To remove copies from a logical volume, use rmlvcopy or the SMIT fastpath smit
rmlvcopy.
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Mirroring rootvg

~~hd9var —| mirrorvg ~hd9var —|

\hd__/ w_/
hdiskO hdisk1

1. extendvg 5. bosboot -a

2. chvg -0On 6. bootlist

3. mirrorvg -s 7. shutdown -Fr

4. syncvg -v 8. bootinfo -b

» Make a copy of all rootvg LVs using mirrorvg

and place copies on the second disk
» Execute bosboot and change your bootlist

© Copyright IBM Corporation 2007

Figure 5-36. Mirroring rootvg AU1614.0

Notes:

Reason to mirror rootvg

What is the reason to mirror the rootvg?

If your rootvg is on one disk, you get a single point of failure; that means, if this disk
fails, your machine is not available any longer.

If you mirror rootvg to a second (or third) disk, and one disk fails, there will be another
disk that contains the mirrored rootvg. You increase the availability of your system.

Procedure for mirroring rootvg

The following steps show how to mirror the rootvg.
- Add the new disk to the volume group (for example, hdisk1):
# extendvg [ -f ] rootvg hdiskl
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- If you use one mirror disk, be sure that a quorum is not required for varyon:
# chvg -Qn rootvg
- Add the mirrors for all rootvg logical volumes:

mklvcopy hdl 2 hdiskl
mklvcopy hd2 2 hdiskl
mklvcopy hd3 2 hdiskl
mklvcopy hd4 2 hdiskl
mklvcopy hd5 2 hdiskl
mklvcopy hd6é 2 hdiskl

mklvcopy hd8 2 hdiskl
mklvcopy hd9var 2 hdiskl
mklvcopy hdlOopt 2 hdiskl
mklvcopy hdlladmin 2 hdiskl

T T e

(If you have other logical volumes in your rootvg, be sure to create copies for them
as well.)

An alternative to running multiple mklvcopy commands is t0 use mirrorvg. This
command was added in AlIX V4.2 to simplify mirroring VGs. The mirrorvg
command by default will disable quorum and mirror the existing LVs in the specified
VG. To mirror rootvg, use the command:

# mirrorvg -s rootvg

Now synchronize the new copies you created:

# syncvg -v rootvg

As we want to be able to boot from different disks, we need to use bosboot:
# bosboot -a

As hd5 is mirrored, there is no need to do it for each disk.

Update the bootlist. In case of a disk failure, we must be able to boot from different
disks.

# bootlist -m normal hdiskl hdiskO
# bootlist -m service hdiskl hdiskO

Reboot the system
# shutdown -Fr

Check that the system boots from the first boot disk.
# bootinfo -b
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Mirroring Volume Groups (mirrorvg)

4 )
Mirror a Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

VOLUME GROUP name rootvg
Mirror sync mode [Foreground]
PHYSICAL VOLUME names [hdiskl]
Number of COPIES of each logical 2
partition
Keep Quorum Checking On? no
Create Exact LV Mapping-? no
N J
For rootvg, you need to execute:
* bosboot

*bootlist -m normal ...

© Copyright IBM Corporation 2007

Figure 5-37. Mirroring Volume Groups (mirrorvg) AU1614.0

Notes:

The mirrorvg command

Another way to mirror a volume group is to use the mirrorvg command or the SMIT
fastpath smit mirrorvg.

Note: If you mirror the rootvg with the mirrorvg command, you need to execute a
bosboot afterwards. Additionally, you need the bootlist command to change your
bootlist.

The mirrorvg command was introduced with AIX 4.2.1.

The unmirrorvg command

The opposite of the mirrorvg command is unmirrorvg, which removes mirrored copies
for an entire volume group.
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Default setting for quorum checking

As shown on the visual, quorum checking is disabled by default (Keep Quorum
Checking ON? is set to no.) We'll cover the meaning of the term quorum in the next few
pages.
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VGDA Count
Two-disk Volume Group
D Loss of PV1: Only 33% VGDAs available
| ) (No quorum)
’ Loss of PV2: 66% of VGDAs available
PV1 PV2 (Quorum)

Three-disk Volume Group

Loss of 1 PV: 66% of VGDASs still available
@ o
PV1 PV2 PV3

© Copyright IBM Corporation 2007

Figure 5-38. VGDA Count AU1614.0

Notes:

Reservation of space for VGDAs

Each disk that is contained in a volume group contains at least one VGDA. The LVM
always reserves space for two VGDASs on each disk.

Volume groups containing two disks

If a volume group consists of two disks, one disk contains two VGDAs, the other disk
contains only one (as shown on the visual). If the disk with the two VGDAs fails, we
have only 33% of VGDAs available, that means we have less than 50% of VGDAs. In
this case the quorum, which means that more than 50% of VGDAs must be available, is
not fulfilled.

Volume groups containing more than two disks

If a volume group consists of more than two disks, each disk contains one VGDA. If one
disk fails, we still have 66% of VGDAs available and the quorum is fulfilled.
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Quorum Not Available

datavg
Two VGDAs One VGDA

hdisk1  hdisk2

If hdisk1 fails, datavg has no quorum ! |

# varyonvg datavg Closed during operation:
* No more access to LVs
FAILS Il * LVM SA QUORCLOSE
in error log
© Copyright IBM Corporation 2007
Figure 5-39. Quorum Not Available AU1614.0
Notes:

Introduction

What happens if quorum checking is enabled for a volume group and a quorum is not
available?

Consider the following example (illustrated on the visual and discussed in the following
paragraphs): In a two-disk volume group datavg, the disk hdisk1 is not available due to
a hardware defect. hdisk1 is the disk that contains the two VGDAs; that means the
volume group does not have a quorum of VGDAs.

Result if volume group not varied on

If the volume group is not varied on and the administrator tries to vary on datavg, the
varyonvg command will fail.
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Volume group already varied on

If the volume group is already varied on when quorum is lost, the LVM will deactivate
the volume group. There is no more access to any logical volume that is part of this
volume group. At this point the system sometimes shows strange behavior. This
situation is posted to the error log, which shows an error entry LvM SA QUORCLOSE. After
losing the quorum, the volume group may still be listed as active (1svg -o), however, all
application data access and LVM functions requiring data access to the volume group
will fail. The volume group is dropped from the active list as soon as the last logical
volume is closed. You can still use fuser -k /dev/LVname and umount /dev/LVname,
but no data is actually written to the disk.
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Nonquorum Volume Groups

With single mirroring, always disable the quorum:
e chvg -Qn datavg

e varyoffvg datavg

e varyonvg datavg

Additional considerations for rootvg:

e chvg -Qn rootvg

® bosboot -ad /dev/hdiskX

e Reboot

a N

e Turning off the quorum checking does not allow
a normal varyonvg without a quorum

e It does prevents closing of the volume group

\_ When quorum is lost J
© Copyright IBM Corporation 2007
Figure 5-40. Nonquorum Volume Groups AU1614.0
Notes:

Loss of quorum in a nonquorum volume group

When a nonquorum volume group loses its quorum it will not be deactivated, it will be
active until it loses all of its physical volumes.

Recommendations when using single mirroring

When working with single mirroring, always disable quorum checking using the
command chvg -QOn. For data volume groups, you must vary off and vary on the volume
group to make the change effective.

Recommendations for rootvg

When turning off the quorum checking for rootvg, you must do a bosboot (or a
savebase), {0 reflect the change in the ODM in the boot logical volume. Afterwards,
reboot the machine.
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Varying on a nonquorum volume group

It is important that you know that turning off the quorum checking does not allow a
varyonvg Without a quorum. It just prevents the closing of an active volume group when
losing its quorum.

© Copyright IBM Corp. 1997, 2007 Unit 5. Disk Management Theory 5-77

Course materials may not be reproduced in whole or in part
without the prior written permission of IBM.



Student Notebook

Forced Varyon (varyonvg -f£)

datavg

Two VGDAs One VGDA

- o\,ed"
rem hdisk1  hdisk2

# varyonvg datavg FAILS !l (even when quorum disabled)

Check the reason for the failure (cable, adapter, power),
before doing the following ...

# varyonvg @datavg
Failure accessing hdisk1. Set pv STATE to removed.

— Volume group datavg is varied on.

© Copyright IBM Corporation 2007

Figure 5-41. Forced Varyon (varyonvg -f) AU1614.0

Notes:

When normal vary on may fail

If the quorum of VGDASs is not available during vary on, the varyonvg command fails,
even when quorum is disabled. In fact, when quorum is disabled, the varyonvg
command requires that 100% of the VGDAs be available instead of 51%.

Doing a force vary on

Before doing a forced vary on (varyonvg -f£) always check the reason of the failure. If
the physical volume appears to be permanently damaged, use a forced varyonvg.

All physical volumes that are missing during this forced vary on will be changed to
physical volume state removed. This means that all the VGDA and VGSA copies will be
removed from these physical volumes. Once this is done, these physical volumes will
no longer take part in quorum checking, nor will they be allowed to become active within
the volume group until you return them to the volume group.
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Change in VGDA distribution

In the example on the visual, the active disk hdisk2 becomes the disk with the two
VGDAs. This does not change, even if the failed disk can be brought back.

Quorum checking on

With Quorum Checking On, you always need > 50% of the VGDAs available (except to
vary on rootvg).

Quorum checking off

With Quorum Checking Off, you have to make a distinction between an already active
volume group and between varying on a volume group.

An active volume group will be kept open as long as there is at least one VGDA
available.

Set MISSINGPV_VARYON=true in /etc/environment if a volume group needs to be varied
on with missing disks at boot time.

When using varyonvg -f or using MISSINGPV_VARYON=true, you take full responsibility
for the volume group integrity.
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Physical Volume States

varyonvg VGName

B active

o‘o((:?
O_\) o\l* )

missing

varyonvg -f VGName

Hardware
Repair

removed

Hardware Repair
followed by:
varyonvg VGName

chpv -v a hdiskX

removed

© Copyright IBM Corporation 2007

Figure 5-42. Physical Volume States AU1614.0

Notes:

Introduction
This page introduces physical volume states (not device states!). Physical volume
states can be displayed with 1svg -p VGName.

Active state

If a disk can be accessed during a varyonvg it gets a PV state of active.

Missing state

If a disk can not be accessed during a varyonvg, but quorum is available, the failing
disk gets a PV state missing. If the disk can be repaired, for example, after a power
failure, you just have to issue a varyonvg VGName to0 bring the disk into the active state
again. Any stale partitions will be synchronized.
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Removed state

If a disk cannot be accessed during a varyonvg and the quorum of disks is not
available, you can issue a varyonvg -f VGName, a forced vary on of the volume group.

The failing disk gets a PV state of removed, and it will not be used for quorum checks
any longer.

Recovery after repair

If you are able to repair the disk (for example, after a power failure), executing a
varyonvg alone does not bring the disk back into the active state. It maintains the

removed state.

At this stage, you have to announce the fact that the failure is over by using the
following command:

# chpv -va hdiskX
This defines the disk hdiskX as active.

Note that you have to do a varyonvg VGName afterwards to synchronize any stale
partitions.

The chpv -r command

The opposite of chpv -vais chpv -vr which brings the disk into the removed state. This
works only when all logical volumes have been closed on the disk that will be defined as
removed. Additionally, chpv -vr does not work when the quorum will be lost in the
volume group after removing the disk.
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Checkpoint

1. (True or False) All LVM information is stored in the ODM.

2. (True or False) You detect that a physical volume hdisk1
that is contained in your rootvg is missing in the ODM.
This problem can be fixed by exporting and importing the
rootvg.

3. (True or False) The LVM supports RAID-5 without
separate hardware.

© Copyright IBM Corporation 2007

Figure 5-43. Checkpoint AU1614.0
Notes:
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Exercise 6: Mirroring rootvg

————————— e ——

» Mirror and Unmirror the Complete rootvg

s

© Copyright IBM Corporation 2007

Figure 5-44. Exercise 6: Mirroring rootvg AU1614.0

Notes:

Objectives for this exercise

At the end of the exercise, you should be able to:
- Mirror the rootvg
- Describe physical volume states

- Unmirror the rootvg
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Unit Summary

e The LVM information is held in a number of different places

on the disk, including the ODM and the VGDA

e ODM related problems can be solved by:
— exportvg/importvg (non-rootvg VGs)
— rvgrecover (rootvg)

e Mirroring improves the availability of a system or a logical
volume

e Striping improves the performance of a logical volume

e Quorum means that more than 50% of VGDAs must be
available

© Copyright IBM Corporation 2007

Figure 5-45. Unit Summary AU1614.0
Notes:
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Unit 6. Disk Management Procedures

What This Unit Is About

This unit describes different disk management procedures:
« Disk replacement procedures

« Procedures to solve problems caused by an incorrect disk
replacement

« Export and import of volume groups

What You Should Be Able to Do

After completing this unit, you should be able to:

Replace a disk under different circumstances

Recover from a total volume group failure

Rectify problems caused by incorrect actions that have been taken
to change disks

Export and import volume groups

How You Will Check Your Progress

Accountability:

« Lab exercises
« Checkpoint questions

References
Online AlX Version 6.1 Command Reference volumes 1-6
Online AlIX Version 6.1 Operating system and device
management
Note: References listed as “online” above are available at the following
address:
http.//publib.boulder.ibm.com/infocenter/pseries/v6ri/index.jsp
GG24-4484  AlX Storage Management (Redbook)
SG24-5432  AlX Logical Volume Manager from A to Z: Introduction
and Concepts (Redbook)
SG24-5433  AlX Logical Volume Manager from A to Z:
Troubleshooting and Commands (Redbook)
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Unit Objectives

After completing this unit, you should be able to:
e Replace a disk under different circumstances

e Recover from a total volume group failure

e Rectify problems caused by incorrect actions that have
been taken to change disks

e Export and import volume groups

© Copyright IBM Corporation 2007

Figure 6-1. Unit Objectives AU1614.0

Notes:

Introduction

This unit presents many disk management procedures that are very important for any
AlX system administrator.
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6.1. Disk Replacement Techniques
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Disk Replacement: Starting Point

disk must be replaced ...

Yes

Disk mirrored? - Procedure 1

Yes

Disk still working? >——— s Procedure 2

Volume group
lost?

- Procedure 3

rootvd

Yes
Procedure 4 Procedure 5

© Copyright IBM Corporation 2007

Figure 6-2. Disk Replacement: Starting Point AU1614.0

Notes:

Reasons to replace a disk

Many reasons might require the replacement of a disk, for example:
- Disk too small
- Disk too slow

- Disk produces many DISK ERR4 log entries

Flowchart

Before starting the disk replacement, always follow the flowchart that is shown in the
visual. This will help you whenever you have to replace a disk.

1. If the disk that must be replaced is completely mirrored onto another disk, follow
procedure 1.

2. If adisk is not mirrored, but still works, follow procedure 2.
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3. If you are absolutely sure that a disk failed and you are not able to repair the
disk, do the following:

- If the volume group can be varied on (normal or forced), use procedure 3.

- If the volume group is totally lost after the disk failure, that means the volume
group could not be varied on (either normal or forced).

« If the volume group is rootvg, follow procedure 4.

« If the volume group is not rootvg follow procedure 5.
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Procedure 1: Disk Mirrored

1. Remove all copies from disk:
# unmirrorvg vg name hdiskX
2. Remove disk from volume group:
# reducevg vg name hdiskX _
Mirrored
3. Remove disk from ODM:
# rmdev -1 hdiskX -d
4. Connect new disk to system
May have to shut down if not hot-pluggable
5. Add new disk to volume group:
# extendvg vg name hdiskY
6. Create new copies:
# mirrorvg vg name hdiskY
# syncvg vg name
© Copyright IBM Corporation 2007
Figure 6-3. Procedure 1: Disk Mirrored AU1614.0

Notes:

When to use this procedure

Use Procedure 1 when the disk that must be replaced is mirrored.

Disk state

This procedure requires that the disk state of the failed disk be either missing or
removed. Refer to Physical Volume States in Unit 5: Disk Management Theory for more
information on disk states. Use 1lspv hdiskX to check the state of your physical
volume. If the disk is still in the active state, you cannot remove any copies or logical
volumes from the failing disk. In this case, one way to bring the disk into a removed or
missing state is to run the reducevg -d command or to do a varyoffvg and a
varyonvg on the volume group by rebooting the system.

Disable the quorum check if you have only two disks in your volume group.
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The goal and how to do it

The goal of each disk replacement is to remove all logical volumes from a disk.

1.

Start removing all logical volume copies from the disk. Use either the SMIT
fastpath smit unmirrorvg or the unmirrorvg command as shown in the visual.
This will unmirror each logical volume that is mirrored on the disk.

If you have additional unmirrored logical volumes on the disk, you have to either
move them to another disk (migratepv), or remove them if the disk cannot be
accessed (xmlv).

If the disk is completely empty, remove the disk from the volume group. Use
SMIT fastpath smit reducevg or the reducevg command.

After the disk has been removed from the volume group, you can remove it from
the ODM. Use the rmdev command as shown in the visual.

If the disk must be removed from the system, shut down the machine and then
remove it, if the disk is not hot-pluggable.

Connect the new disk to the system and reboot your system. The cfgmgr will
configure the new disk. If using hot-pluggable disks, a reboot is not necessary.

Add the new disk to the volume group. Use either the SMIT fastpath
smit extendvg or the extendvg command.

Finally, create new copies for each logical volume on the new disk. Use either
the SMIT fastpath smit mirrorvg or the mirrorvg command. Synchronize the
volume group (or each logical volume) afterwards, using the syncvg command.
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Procedure 2: Disk Still Working

1. Connect new disk to system.

2. Add new disk to volume group: Volume group
# extendvg vg name hdiskY

3. Migrate old disk to new disk: (*)
# migratepv hdiskX hdiskY

4. Remove old disk from volume group:
# reducevg vg name hdiskX

5. Remove old disk from ODM:
# rmdev -1 hdiskX -d

(*) : Is the disk in rootvg?
See next visual for further considerations!

© Copyright IBM Corporation 2007

Figure 6-4. Procedure 2: Disk Still Working AU1614.0

Notes:

When to use this procedure

Procedure 2 applies to a disk replacement where the disk is unmirrored but could be
accessed. If the disk that must be replaced is in rootvg, follow the instructions on the
next visual.

The goal and how to do it

The goal is the same as always. Before we can replace a disk we must remove
everything from the disk.

1. Shut down your system if you need to physically attach a new disk to the system.
Boot the system so that cfgmgr will configure the new disk.

2. Add the new disk to the volume group. Use either the SMIT fastpath
smit extendvg Or the extendvg command.
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3. Before executing the next step, it is necessary to distinguish between the rootvg
and a non-rootvg volume group.
- If the disk that is replaced is in rootvg, execute the steps that are shown on
the visual Procedure 2: Special Steps for rootvg.
- If the disk that is replaced is not in the rootvg, use the migratepv command:
# migratepv hdisk old hdisk new

This command moves all logical volumes from one disk to another. You can
do this during normal system activity. The command migratepv requires that
the disks are in the same volume group.

4. |If the old disk has been completely migrated, remove it from the volume group.
Use either the SMIT fastpath smit reducevg or the reducevg command.

5. If you need to remove the disk from the system, remove it from the ODM using
the rmdev command as shown. Finally, remove the physical disk from the
system.
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Procedure 2: Special Steps for rootvg

rootvg 1...

> 2.

3. Disk contains hd5?
# migratepv -1 hd5 hdiskX hdiskY
# bosboot -ad /dev/hdiskY
# chpv -c hdiskX
# bootlist -m normal hdiskY

1. Connect new disk to system

2. Add new disk to volume
group

Migrate old disk to new disk:
3. ] P> 4 migratepv hdiskX hdiskY

4. Remove old disk from
volume group 4...

5. Remove old disk from ODM 5.

© Copyright IBM Corporation 2007

Figure 6-5. Procedure 2: Special Steps for rootvg AU1614.0

Notes:

Additional steps for rootvg

Procedure 2 requires some additional steps if the disk that must be replaced is in
rootvg.

1. Connect the new disk to the system as described in Procedure 2.

2. Add the new disk to the volume group. Use smit extendvg or the extendvg
command.

3. This step requires special considerations for rootvg:

- Check whether your disk contains the boot logical volume. The default
location for the boot logical volume is /dev/hd5.

Use the command 1spv -1to check the logical volumes on the disk that must
be replaced.
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If the disk contains the boot logical volume, migrate the logical volume to the
new disk and update the boot logical volume on the new disk. To avoid a
potential boot from the old disk, clear the old boot record by using the

chpv -c command. Then, change your bootlist:

# migratepv -1 hd5 hdiskX hdiskY
# bosboot -ad /dev/hdiskY

# chpv -c hdiskX

# bootlist -m normal hdiskY

If the disk contains the primary dump device, you must deactivate the dump
before migrating the corresponding logical volume:

# sysdumpdev -p /dev/sysdumpnull
- Migrate the complete old disk to the new one:
# migratepv hdiskX hdiskY

If the primary dump device has been deactivated, you have to activate it
again:

# sysdumpdev -p /dev/hdX
4. After the disk has been migrated, remove it from the root volume group.
# reducevg rootvg hdiskX

5. If the disk must be removed from the system, remove it from the ODM (use the
rmdev command), shut down your AIX, and remove the disk from the system
afterwards.

# rmdev -1 hdiskX -d
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Procedure 3: Disk in Missing or Removed State

1.

Identify all LVs and file systems on failing disk:
# 1lspv -1 hdiskY

Unmount all file systems on failing disk:
# umount /dev/1lv_name

Remove all file systems and LVs from failing
disk:

# smit rmfs # rmlv 1v_name

Remove disk from volume group:
# reducevg vg name hdiskY

Remove disk from system:
# rmdev -1 hdiskY -d

Add new disk to volume group:
# extendvg vg name hdiskZ

Re-create all LVs and file systems on new disk:
# mklv -y lv_name # smit crfs

Restore file systems from backup:
# restore -rvgf /dev/rmt0

Volume group

>

© Copyright IBM Corporation 2007

# lspv hdiskY
PV STATE: removed
# lspv hdiskY

PV STATE: missing

Figure 6-6. Procedure 3: Disk in Missing or Removed State

Notes:

When to use this procedure

AU1614.0

Procedure 3 applies to a disk replacement where a disk could not be accessed but the
volume group is intact. The failing disk is either in a state (not device state) of missing
(normal varyonvg worked) or removed (forced varyonvg was necessary to bring the

volume group online).

If the failing disk is in an active state (this is not a device state), this procedure will not
work. In this case, one way to bring the disk into a removed or missing state is to run the
reducevg -d command or to do a varyoffvg and a varyonvg on the volume group by
rebooting the system. The reboot is necessary because you cannot vary off a volume
group with open logical volumes. Because the failing disk is active, there is no way to
unmount file systems.
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Procedure steps

If the failing disk is in a missing or removed state, start the procedure:

1.

Identify all logical volumes and file systems on the failing disk. Use commands
like 1spv, 1s1lv or 1sfs to provide this information. These commands will work on
a failing disk.

If you have mounted file systems on logical volumes on the failing disk, you must
unmount them. Use the umount command.

Remove all file systems from the failing disk using smit rmfs or the rmfs
command. If you remove a file system, the corresponding logical volume and
stanza in /etc/filesystems is removed as well.

Remove the remaining logical volumes (those not associated with a file system)
from the failing disk using smit rmlv or the rmlv command.

Remove the disk from the volume group, using the SMIT fastpath
smit reducevg or the reducevg command.

6. Remove the disk from the ODM and from the system using the rmdev command.

7. Add the new disk to the system and extend your volume group. Use the SMIT

fastpath smit extendvg or the extendvg command.

Re-create all logical volumes and file systems that have been removed due to
the disk failure. Use smit mklv, smit crfs or the commands directly.

Due to the total disk failure, you lost all data on the disk. This data has to be
restored, either by the restore command or any other tool you use to restore
data (for example, Tivoli Storage Manager) from a previous backup.
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Procedure 4: Total rootvg Failure

rootvg

1. Replace bad disk

2. Boot in maintenance mode

rootvg

3. Restore from a mksysb tape
>
4. Import each volume group into N

the new ODM (importvg) if needed

|
Contains OS

datavg logical
volumes
——— | mksysb
oL flo
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Figure 6-7. Procedure 4: Total rootvg Failure AU1614.0

Notes:

When to use this procedure

Procedure 4 applies to a total rootvg failure.

This situation might come up when your rootvg consists of one disk that fails. Or, your
rootvg is installed on two disks and the disk fails that contains operating system logical
volumes (for example, /dev/hd4).

Procedure steps

Follow these steps:
1. Replace the bad disk and boot your system in maintenance mode

2. Restore your system from a mksysb tape
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If any rootvg file systems were not mounted when the mksysb was made, those file
systems are not included on the backup image. You will need to create and restore

those as a separate step.

If your mksysb tape does not contain user volume group definitions (for example, you
created a volume group after saving your rootvg), you have to import the user volume
group after restoring the mksysb tape. For example:

# importvg -y datavg hdisk9
Only one disk from the volume group (in our example hdisk9), needs to be selected.

Export and import of volume groups is discussed in more detail in the next topic.
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Procedure 5: Total non-rootvg Failure

datavg

1. Export the volume group from the system:
# exportvg vg name

2. Check letcl/filesystems.

3. Remove bad disk from ODM and the system:
# rmdev -1 hdiskX -d

4. Connect new disk. —
5. If volume group backup is available (savevg): Pe [ ollo

# restvg -f /dev/rmt0 hdiskY

6. If no volume group backup is available: Re-

create ...
- Volume group (mkvg)
- Logical volumes and file systems (mklv, crfs)

Restore data from a backup:
# restore -rqvf /dev/rmt0

© Copyright IBM Corporation 2007

Figure 6-8. Procedure 5: Total non-rootvg Failure AU1614.0

Notes:

When to use this procedure

Procedure 5 applies to a total failure of a non-rootvg volume group. This situation might
come up if your volume group consists of only one disk that fails. Before starting this
procedure, make sure this is not just a temporary disk failure (for example, a power
failure).

Procedure steps

Follow these steps:

1. To fix this problem, export the volume group from the system. Use the command
exportvg as shown. During the export of the volume group, all ODM objects that
are related to the volume group will be deleted.

2. Check your /etc/filesystems. There should be no references to logical volumes
or file systems from the exported volume group.
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3. Remove the bad disk from the ODM (use rmdev as shown). Shut down your
system and remove the physical disk from the system.

4. Connect the new drive and boot the system. The cfgmgr will configure the new
disk.

5. If you have a volume group backup available (created by the savevg command),
you can restore the complete volume group with the restwvg command (or the
SMIT fastpath smit restwvg). All logical volumes and file systems are recovered.

If you have more than one disk that should be used during restvg, you must
specify these disks:

# restvg -f /dev/rmt0 hdiskY hdiskZ
The savevg and restvg commands will be discussed in a future chapter.

6. If you have no volume group backup available, you have to re-create everything
that was part of the volume group.

Re-create the volume group (mkvg or smit mkwvg), all logical volumes (mklv or
smit mklv) and all file systems (crfs or smit crfs).

Finally, restore the lost data from backups, for example with the restore
command or any other tool you use to restore data in your environment.
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Frequent Disk Replacement Errors (1 of 4)

rootvg

> > rootvg - Migration

Boot problems after migration:

e Firmware LED codes cycle or boots to SMS multiboot menu

Fix:

e Check bootlist (SMS menu)
e Check bootlist (bootlist)
e Re-create boot logical volume (bosboot)

© Copyright IBM Corporation 2007

Figure 6-9. Frequent Disk Replacement Errors (1 of 4) AU1614.0

Notes:

Possible problem after rootvg migration

A common problem seen after a migration of the rootvg is that the machine will not
boot. The LED codes may cycle. This loop indicates that the firmware is not able to find
bootstrap code to boot from. At some firmware levels, the system will boot to SMS
mode when unable to find a valid boot image. At the newest firmware level, the system
console prompts whether you wish to continue looping or boot to SMS.

This problem is usually easy to fix:
- Check your bootlist by either:
« Booting in SMS (F1) and check your bootlist

« Booting in maintenance mode and check your bootlist using the bootlist
command

- If the bootlist is correct, update the boot logical volume using the bosboot command
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Frequent Disk Replacement Errors (2 of 4)

[
vy VGDA:

datavg ;
..221...

hdi§k4 hdisk5 ...995...
T T ODM:
CuAt:

. . name = "hdisk4"
hdisk5 is removed from ODM and attribute = "pvid"
from the system, but not from the value = "...221..."
volume group: e

name = "hdisk5"
# rmdev -1 hdisk5 -d attribute = "pvid"
value = "...555..."
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Figure 6-10. Frequent Disk Replacement Errors (2 of 4) AU1614.0

Notes:

The problem

Another frequent error occurs when the administrator removes a disk from the ODM (by
executing rmdev) and physically removes the disk from the system, but does not
remove entries from the volume group descriptor area (VGDA).

The VGDA stores information about all physical volumes of the volume group. Each
disk has at least one VGDA.

Disk information is also stored in the ODM, for example, the physical volume identifiers
are stored in the ODM class CuAt.

Note: Throughout this discussion the physical volume ID (PVID) is abbreviated in the
visuals for simplicity. The physical volume ID is actually 32 characters.

What happens if a disk is removed from the ODM but not from the volume group?
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Frequent Disk Replacement Errors (3 of 4)

> VGDA:

datavg _
physical:
..221...
. ...555... |
hdisk4 “@f{ "
ODM:
# rmdev -1 hdisk5 -d
CuAt:
Fix: name = "hdisk4"
X attribute = "pvid"
value = "...221..."
# reducevg datavg ...555...
Use PVID instead of disk name
© Copyright IBM Corporation 2007
Figure 6-11. Frequent Disk Replacement Errors (3 of 4) AU1614.0
Notes:
The fix

After removing a disk from the ODM, there is still a reference in the VGDA of the other
disks in the volume group of the removed disk. In early AlX versions, the fix for this
problem was difficult. You had to add ODM objects that described the attributes of the
removed disk.

This problem can now be fixed by executing the reducevg command. Instead of
specifying the disk name, the physical volume ID of the removed disk is specified.

Execute the 1spv command to identify the missing disk. Write down the physical
volume ID of the missing disk and compare this ID with the contents of the VGDA. Use
the following command to query the VGDA on a disk:

# lqueryvg -p hdisk4 -At (Use any disk from the volume group)

If you are sure that you found the missing PVID, pass this PVID to the reducevg
command.
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Frequent Disk Replacement Errors (4 of 4)

# 1lsvg -p datavg

ODM failure ! unable to find device id
...734... 1n device
configuration database

1. Typo in command ?

Analyze failure !

2. Analyze the ID of the device:
Which PV or LV causes problems?

ODM problem in | No
rootvg?

+ Yes

rvgrecover
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Export and import
volume group

Figure 6-12. Frequent Disk Replacement Errors (4 of 4) AU1614.0

Notes:

ODM failure

After an incorrect disk replacement, you might detect ODM failures. For example, when
issuing the command 1svg -p datavg, a typical error message could be:

unable to find device id 00837734 in device configuration database

In this case, a device could not be found in the ODM.

Analyze the failure

Before trying to fix it, check the command you typed in. Maybe it just contains a typo.

Find out what device corresponds to the ID that is shown in the error message.
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Fix the ODM problem

We've already discussed two ways to fix an ODM problem:
- If the ODM problem is related to the r<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>