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Motivation 

      Release data to 
data mining expert. 

Data Owner Users 
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Problem statement 

› Privacy Preserving Data Publishing 
 
 
 
 
 

› Recommender system: 
– Ordinal data 
– High dimensionality 
– Sparsity 

 



   
   

     
 
 

     
    

 
   

   
 
 

 
    

 

 

 

 
 

 

 
 
 
 
 
 
 
 

 
 
 

     
     METHOD 2012  |  The 1st IEEE International Workshop on Methods for Establishing Trust with Open Data  |  2012-07-16  |  Page 5 

Background 

› K-anonymity 
– intuitively, hide each individual among k-1 others 
– K-gather clustering 

 
 
 
 
 
 
 
 

A possible solution for 4 member clustering 
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challenges 

› Inherent features of recommender system 
– High dimensionality 
– Sparsity 

› Drawback of fixed k-gather algorithms 
–     clusters all of size k. 
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Solution 
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Solution 

› K-gather clustering 
– Bisecting K-Gather 
– Non-fixed approach 
– V.S. fixed approach 

› Bounded T-Means 
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Solution 

› Comparison with BTM. 
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Solution 

› Feature Extraction 
– Compute average ratings over only users who rated that movie. 
– Anonymize the ratings within each cluster. 
– So, some unrated entries will get values after anonymization. the 

total number of entries increases with k. 
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Utility Evaluation 

› Method 
– Database: MovieLens  

› 100K ratings of 1682 movies by 943 users.  
› Ratings follow the 1 (bad) to 5 (excellent) numerical scales.  
› The sparsity of the data set is high, at a value of 93.7%. 

– Measure of Prediction Accuracy: MAE 
› 𝑀𝑀𝑀 = 1

𝑇
∑ 𝑥𝑝 − 𝑥�𝑇
𝑡=1  
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Utility Evaluation 

› Results 
– K=1, 0.748 
– K=943, 0.815 

k 

M
AE
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Customized k-anonymity 

› Motivation 
 
 
 
 
 
 
 
 

› Hypothesis 
– User of lower privacy level can get better recommendation. 
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information as my privacy, I 
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Customized k-anonymity 

› User policy 
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Customized k-anonymity 

› BOKG 
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Customized k-anonymity 
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Experimental Results 

› Distributions 
– 471 pl-1 users 
– 472 pl-k users 
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Experimental Results 

› Results 
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Conclusions 

› SVD solves high dimensionality and sparsity 
› BKG is an efficient anonymization algorithm and preserves 

data utility 
› BOKG supports customized privacy policies 
› Better performance with less privacy requirements in mixed 

situations 
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Q & A 
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