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Farkas Lemma

Theorem. Suppose A ∈Qm×n and b ∈Qm.

1. The system Ax ≤ b has no solution x ∈Qn if and only if there exists u ∈Qm,u ≥ 0 such that uT A = 0 and
uT b =−1.

2. If Ax ≤ b is solvable, then an inequality cT x ≤ δ with c ∈Qn and δ ∈Q is satisfied by all rational solutions
of Ax ≤ b if and only if there exists u ∈Qm,u ≥ 0 such that uT A = cT and uT b ≤ δ.

Rules for reasoning with linear inequalities:

nonneg_lin_com:
Ax ≤ b

(uT A)x ≤ uT b
if

{
u ∈Qm,
u ≥ 0

weak_rhs:
aT x ≤ β

aT x ≤ β′
if β≤ β

′

Duality

Primal problem: zP = max{cTx | Ax ≤ b, x ∈ Rn} (P)

Dual problem: wD = min{bT u | AT u = c, u ≥ 0} (D)

= min{uT b | uT A = cT , u ≥ 0}

Note: The dual computes a smallest upper bound for the objective function of the primal, which is of the form
cT x = uT Ax ≤ uT b = δ (cf. Farkas Lemma).

Note: The dual of the dual is the primal.

Duality: General form (2)

(P) (D)

max cT x min bT u
w.r.t. Ai∗x ≤ bi , i ∈M1 w.r.t ui ≥ 0, i ∈M1

Ai∗x ≥ bi , i ∈M2 ui ≤ 0, i ∈M2

Ai∗x = bi , i ∈M3 ui free, i ∈M3

xj ≥ 0, j ∈ N1 (A∗j )T u ≥ cj , j ∈ N1

xj ≤ 0, j ∈ N2 (A∗j )T u ≤ cj , j ∈ N2

xj free, j ∈ N3 (A∗j )T u = cj , j ∈ N3

primal max min dual
≤ bi ≥ 0

constraints ≥ bi ≤ 0 variables
= bi free
≥ 0 ≥ cj

variables ≤ 0 ≤ cj constraints
free = cj
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Duality theorems

• Weak duality: If x∗ is primal feasible and u∗ is dual feasible, then

cT x∗ ≤ zP ≤ wD ≤ bT u∗.

• Strong duality

– If (P) and (D) both have feasible solutions, then both programs have optimal solutions and the opti-
mum values of the objective functions are equal.

– If one of the programs (P) or (D) has no feasible solution, then the other is either unbounded or has
no feasible solution.

– If one of the programs (P) or (D) is unbounded, then the other has no feasible solution.

• Only four possibilities:

1. zP and wD are both finite and equal.

2. zP = +∞ and (D) is infeasible.

3. wD =−∞ and (P) is infeasible.

4. (P) and (D) are both infeasible.

Maximum flow and duality

• Primal problem

max ∑
e:source(e)=s

xe− ∑
e:target(e)=s

xe

s.t. ∑
e:target(e)=v

xe− ∑
e:source(e)=v

xe = 0, ∀v ∈ V \{s, t}

0≤ xe ≤ ce, ∀e ∈ E

• Dual problem

min ∑
e∈E

ceye

s.t. zw − zv + ye ≥ 0, ∀e = (v ,w) ∈ E

zs = 1,zt = 0

ye ≥ 0, ∀e ∈ E

Maximum flow and duality (2)

• Let (y∗,z∗) be an optimal solution of the dual.

• Define S = {v ∈ V | z∗v > 0} and T = V \S.

• (S,T ) is a minimum cut.

• Max-flow min-cut theorem is a special case of linear programming duality.
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Complexity of linear programming

Theorem (Khachiyan 79) The following problems are solvable in polynomial time:

• Given a matrix A ∈Qm×n and a vector b ∈Qm, decide whether Ax ≤ b has a solution x ∈Qn, and if so,
find one.

• (Linear programming problem) Given a matrix A ∈ Qm×n and vectors b ∈ Qm,c ∈ Qn, decide whether
max{cT x | Ax ≤ b,x ∈Qn} is infeasible, finite, or unbounded. If it is finite, find an optimal solution. If it is
unbounded, find a feasible solution x0, and find a vector d ∈Qn with Ad ≤ 0 and cT d > 0.

Polynomial algorithms for linear programming

• Ellipsoid method (Khachiyan 79)

• Interior point methods (Karmarkar 84)

Complexity of constraint solving: Overview

Satisfiability over Q over Z over N
Linear equations polynomial polynomial NP-complete

Linear inequalities polynomial NP-complete NP-complete

Satisfiability over R over Z
Linear constraints polynomial NP-complete

Non-linear constraints decidable undecidable
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