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Farkas Lemma

Theorem. Suppose A€ Q™" and b € Q™.

1. The system Ax < b has no solution x € Q" if and only if there exists u € Q™, u > 0 such that u” A= 0 and
T
u'b=-—1.

2. If Ax < bis solvable, then an inequality ¢”x < § with c € Q" and & € Q is satisfied by all rational solutions
of Ax < bif and only if there exists u € Q™,u > 0 such that u"A=c” and u”b < 8.

Rules for reasoning with linear inequalities:

nonneg_lin_com: AXSDb [ ueQ”,
9-nCOM:Tax < uTh u>0
;
a'x<p . ,
. ———— if p<
weak_rhs aTx < B if B<P
Duality
Primal problem: zp = max{e'x| Ax<b, x€cR"} (P)
Dual problem: ~ wp = min{b"u| ATu=¢, u>0} (D)

min{u™b| uTA=c", u>0}

Note: The dual computes a smallest upper bound for the objective function of the primal, which is of the form
c"x=u"Ax < u"b=3 (cf. Farkas Lemma).

Note: The dual of the dual is the primal.

Duality: General form

(P) (D)
max c'x min b"u
w.rt. Apx < b, i€ M w.r.t u; >0, ie M
Aixx>bj, i€ M u; <0, i€ Mo
Aix=Dbj, i€ Ms uj free, i€ My
x>0, jeN Ap)Tu>g, jeN
X <0, JjeN A) u<gc, jeN;
x;free, je€N; (Aj)Tu=c, jEN;
primal max || min dual
<bi| >0
constraints | > b; || <0 | variables
=b; || free
>0 =>¢
variables | <0 || <¢; | constraints
free | =¢
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Duality theorems

e Weak duality: If x* is primal feasible and u* is dual feasible, then

e Strong duality
— If (P) and (D) both have feasible solutions, then both programs have optimal solutions and the opti-
mum values of the objective functions are equal.

— If one of the programs (P) or (D) has no feasible solution, then the other is either unbounded or has
no feasible solution.

— If one of the programs (P) or (D) is unbounded, then the other has no feasible solution.
e Only four possibilities:
zp and wp are both finite and equal.
zp = +o0 and (D) is infeasible.
wp = —oo and (P) is infeasible.
(P) and (D) are both infeasible.

-

Maximum flow and duality

e Primal problem

max Z Xe — Z Xe

e:source(e)=s eitarget(e)=s

s.t. Z Xe — Z Xe=0, YveV\{st}

e:target(e)=v e:source(e)=v
0 < xe < Cg, Veec E
e Dual problem
min Z CeYe
ecE

s.t. Zw—2Zy+Ye >0, Ve=(v,w)€EE
Zs=1,z=0
Ye > 0, Vec E
Maximum flow and duality o

Let (y*, z*) be an optimal solution of the dual.

Define S={ve V|z,>0}and T=V\S.

(S, T) is a minimum cut.

Max-flow min-cut theorem is a special case of linear programming duality.
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Complexity of linear programming

Theorem (Khachyian 79) The following problems are solvable in polynomial time:

e Given a matrix A € Q™" and a vector b € Q™, decide whether Ax < b has a solution x € Q", and if so,
find one.

e (Linear programming problem) Given a matrix A € Q™" and vectors b € Q",c € Q", decide whether

max{c”x | Ax < b,x € Q"} is infeasible, finite, or unbounded. If it is finite, find an optimal solution. If it is
unbounded, find a feasible solution xo, and find a vector d € Q" with Ad < 0and ¢"d > 0.

Polynomial algorithms for linear programming
e FEllipsoid method (Khachyian 79)

e Interior point methods (Karmarkar 84)

Complexity of constraint solving: Overview

] Satisfiability H over \ over Z \ over N

Linear equations || polynomial | polynomial | NP-complete
Linear inequalities || polynomial | NP-complete | NP-complete

Satisfiability | overR over Z

Linear constraints polynomial | NP-complete
Non-linear constraints || decidable | undecidable
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