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#### Abstract

This is the second part of the paper (for the first part, see Russ. J. Math. Phys., vol. 10, no. 4, pp. 436-466; the numbering of the sections continues that of part one). We study elliptic equations of order $2 m$ with nonlocal boundary-value conditions in plane bounded domains for the case in which the support of nonlocal terms can nontrivially intersect the boundary. We give necessary and sufficient conditions for nonlocal problems to have the Fredholm property in Sobolev spaces and in weighted spaces with small weight exponents, respectively. We also find the asymptotic behavior of solutions of nonlocal problems near the conjugation points on the boundary, where solutions can have power-law singularities.
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## 4. NONLOCAL PROBLEMS IN BOUNDED DOMAINS FOR THE CASE IN WHICH THE LINE $\operatorname{Im} \lambda=1-l-2 m$ CONTAINS NO EIGENVALUES OF $\tilde{\mathcal{L}}_{p}(\lambda)$

In this section, using the results of Sec. 2, we construct a right regularizer for the operator

$$
\mathbf{L}=\left\{\mathbf{P}, \mathbf{B}_{i \mu}^{0}+\mathbf{B}_{i \mu}^{1}+\mathbf{B}_{i \mu}^{2}\right\}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

(see Sec. 1.1) corresponding to problem (1.7), (1.8). It follows from the existence of a right regularizer that the image of $\mathbf{L}$ is closed and of finite codimension. To prove that the kernel of $\mathbf{L}$ is of finite dimension, we will reduce $\mathbf{L}$ to an operator between weighted spaces such that the kernel of the reduced operator is finite-dimensional.

We write $\mathbf{B}^{k}=\left\{\mathbf{B}_{i \mu}^{k}\right\}_{i, \mu}, k=0, \ldots, 2 ; \mathbf{B}=\mathbf{B}^{0}+\mathbf{B}^{1}+\mathbf{B}^{2}, \mathbf{C}=\mathbf{B}^{0}+\mathbf{B}^{1}$. Along with the nonlocal operator $\mathbf{L}=\{\mathbf{P}, \mathbf{B}\}$, we consider the bounded operators

$$
\mathbf{L}^{1}=\{\mathbf{P}, \mathbf{C}\}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon) \quad \text { and } \quad \mathbf{L}^{0}=\left\{\mathbf{P}, \mathbf{B}^{0}\right\}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

We first consider the operator $\mathbf{L}^{1}$ (i.e., we suppose that $\mathbf{B}_{i \mu}^{2}=0$ ) and then proceed with the study of the operator $\mathbf{L}$ for the general case in which $\mathbf{B}_{i \mu}^{2} \neq 0$. Throughout the section, we assume that the following condition holds.

Condition 4.1. For each orbit $\operatorname{Orb}_{p}, p=1, \ldots, N_{1}$, the line $\operatorname{Im} \lambda=1-l-2 m$ contains no eigenvalues of the corresponding operator $\tilde{\mathcal{L}}_{p}(\lambda)$.

### 4.1. Construction of a Right Regularizer When $\mathbf{B}_{i \mu}^{2}=0$

In this subsection we discuss the situation with $\mathbf{B}_{i \mu}^{2}=0$, i.e., the case in which the support of nonlocal terms is concentrated near the set $\mathcal{K}$.

For each curve $\Upsilon_{i}\left(i=1, \ldots, N_{0}\right)$, denote the endpoints of $\Upsilon_{i}$ by $g_{i 1}$ and $g_{i 2}$. Recall that the domain $G$ has the form of a plane angle in some neighborhood of the point $g_{i 1} \quad\left(g_{i 2}\right)$, while the curve $\Upsilon_{i}$ coincides there with a segment $I_{i 1}\left(I_{i 2}\right)$. Let $\tau_{i 1}\left(\tau_{i 2}\right)$ be the unit vector parallel to the segment $I_{i 1}\left(I_{i 2}\right)$.

Let $\mathcal{S}_{1}^{l}(G, \Upsilon)$ be the set consisting of the functions $f=\left\{f_{0}, f_{i \mu}\right\} \in \mathcal{W}^{l}(G, \Upsilon)$ satisfying the following relations:

$$
\begin{gather*}
D^{\alpha} f_{0}(y)=0(y \in \mathcal{K}), \quad|\alpha| \leqslant l-2,  \tag{4.1}\\
\left.\frac{\partial^{\beta} f_{i \mu}}{\partial \tau_{i 1}^{\beta}}\right|_{y=g_{i 1}}=0,\left.\quad \frac{\partial^{\beta} f_{i \mu}}{\partial \tau_{i 2}^{\beta}}\right|_{y=g_{i 2}}=0, \quad \beta \leqslant l+2 m-m_{i \mu}-2 . \tag{4.2}
\end{gather*}
$$

It follows from Sobolev's embedding theorem and Riesz' theorem on the general form of a continuous linear functional in a Hilbert space that $\mathcal{S}_{1}^{l}(G, \Upsilon)$ is a closed subset of the space $\mathcal{W}^{l}(G, \Upsilon)$ and the codimension of $\mathcal{S}_{1}^{l}(G, \Upsilon)$ in $\mathcal{W}^{l}(G, \Upsilon)$ is finite.

Lemma 4.1. Let Condition 4.1 hold. If the number $\varepsilon_{0}$ is sufficiently small, then there exist a bounded operator $\mathbf{R}_{1}: \mathcal{S}_{1}^{l}(G, \Upsilon) \rightarrow W^{l+2 m}(G)$ and a compact operator $\mathbf{T}_{1}: \mathcal{S}_{1}^{l}(G, \Upsilon) \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)$ such that

$$
\begin{equation*}
\mathbf{L}^{1} \mathbf{R}_{1}=\mathbf{I}_{1}+\mathbf{T}_{1}, \tag{4.3}
\end{equation*}
$$

where $\mathbf{I}_{1}$ stands for the identity operator in $\mathcal{S}_{1}^{l}(G, \Upsilon)$.
Proof. 1. By Theorem 2.1, there exist bounded operators

$$
\begin{aligned}
& \mathbf{R}_{\mathcal{K}}:\left\{f \in \mathcal{S}_{1}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K})\right\} \\
& \mathbf{M}_{\mathcal{K}}, \mathbf{T}_{\mathcal{K}}:\left\{f \in W^{l+2 m}(G)\right. \\
&\left.\mathcal{S}_{1}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K})\right\} \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)
\end{aligned}
$$

such that $\left\|\mathbf{M}_{\mathcal{K}} f\right\|_{\mathcal{W}^{l}(G, \Upsilon)} \leqslant c \varepsilon_{0}\|f\|_{\mathcal{W}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon_{0}$, the operator $\mathbf{T}_{\mathcal{K}}$ is compact, and

$$
\begin{equation*}
\mathbf{L}^{1} \mathbf{R}_{\mathcal{K}} f=f+\mathbf{M}_{\mathcal{K}} f+\mathbf{T}_{\mathcal{K}} f \tag{4.4}
\end{equation*}
$$

2. For each point $g \in \bar{G} \backslash \mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K})$, we consider its $\left(\varepsilon_{0} / 2\right)$-neighborhood $\mathcal{O}_{\varepsilon_{0} / 2}(g)$. The family of these neighborhoods, together with the set $\mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K})$, covers $\bar{G}$. Let us choose a finite subcovering $\mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K}), \mathcal{O}_{\varepsilon_{0} / 2}\left(g_{j}\right), j=1, \ldots, J=J\left(\varepsilon_{0}\right)$. Let $\psi, \psi_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right), j=1, \ldots, J$, be a partition of unity subordinated to the covering $\mathcal{O}_{2 \varepsilon_{0}}(\mathcal{K}), \mathcal{O}_{\varepsilon_{0} / 2}\left(g_{j}\right), j=1, \ldots, J$.

According to the general theory of elliptic boundary-value problems in smooth domains (see, e.g., [27]), there exist bounded operators

$$
\begin{equation*}
\mathbf{R}_{0 j}:\left\{f \in \mathcal{W}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{\varepsilon_{0} / 2}\left(g_{j}\right)\right\} \rightarrow\left\{u \in W^{l+2 m}(G): \operatorname{supp} u \subset \mathcal{O}_{\varepsilon_{0}}\left(g_{j}\right)\right\} \tag{4.5}
\end{equation*}
$$

and compact operators

$$
\mathbf{T}_{0 j}:\left\{f \in \mathcal{W}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{\varepsilon_{0} / 2}\left(g_{j}\right)\right\} \rightarrow\left\{f \in \mathcal{W}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{\varepsilon_{0}}\left(g_{j}\right)\right\}
$$

such that

$$
\begin{equation*}
\mathbf{L}^{0} \mathbf{R}_{0 j} f=f+\mathbf{T}_{0 j} f \tag{4.6}
\end{equation*}
$$

3. For any $f \in \mathcal{S}_{1}^{l}(G, \Upsilon)$, set

$$
\mathbf{R}_{0} f=\sum_{j=1}^{J} \mathbf{R}_{0 j}\left(\psi_{j} f\right)
$$

and $\hat{\mathbf{R}}_{1} f=\mathbf{R}_{\mathcal{K}}(\psi f)+\mathbf{R}_{0} f$.
In this case,

$$
\begin{equation*}
\mathbf{P}_{\mathbf{R}_{1}} f=\mathbf{P R}_{\mathcal{K}}(\psi f)+\mathbf{P} \mathbf{R}_{0} f \tag{4.7}
\end{equation*}
$$

Since $\operatorname{supp} \mathbf{R}_{0} f \subset \bar{G} \backslash \overline{\mathcal{O}_{\varepsilon_{0}}(\mathcal{K})}$, it follows from the definition of the operator $\mathbf{B}^{1}$ that $\mathbf{B}^{1} \mathbf{R}_{0} f=0$. Therefore,

$$
\begin{equation*}
\mathbf{C} \hat{\mathbf{R}}_{1} f=\mathbf{C R}_{\mathcal{K}}(\psi f)+\mathbf{B}^{0} \mathbf{R}_{0} f \tag{4.8}
\end{equation*}
$$

Relations (4.7) and (4.8), with regard to (4.4) and (4.6), imply

$$
\begin{equation*}
\mathbf{L}^{1} \hat{\mathbf{R}}_{1} f=f+\mathbf{M}_{\mathcal{K}}(\psi f)+\mathbf{T}_{\mathcal{K}}(\psi f)+\mathbf{T}_{0} f, \quad \text { where } \quad \mathbf{T}_{0} f=\sum_{j=1}^{J} \mathbf{T}_{0 j}\left(\psi_{j} f\right) \tag{4.9}
\end{equation*}
$$

4. Let us estimate the norm of $\mathbf{M}_{\mathcal{K}}(\psi f)$ :
$\left\|\mathbf{M}_{\mathcal{K}}(\psi f)\right\|_{\mathcal{W}^{l}(G, \Upsilon)} \leqslant k_{1} \varepsilon_{0}\|\psi f\|_{\mathcal{W}^{l}(G, \Upsilon)}$

$$
\begin{equation*}
\leqslant k_{2} \varepsilon_{0}\|f\|_{\mathcal{W}^{l}(G, \Upsilon)}+k_{3}\left(\varepsilon_{0}\right)\left(\left\|f_{0}\right\|_{W^{l-1}(G)}+\sum_{i, \mu}\left\|\Phi_{i \mu}\right\|_{W^{l+2 m-m_{i \mu}-1}(G)}\right) \tag{4.10}
\end{equation*}
$$

where $\Phi_{i \mu} \in W^{l+2 m-m_{i \mu}}(G)$ is an extension of $f_{i \mu} \in W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$ to the domain $G$ (if $l=0$, then the term $\left\|f_{0}\right\|_{W^{l-1}(G)}$ on the right-hand side of (4.10) is absent).

It follows from (4.10), from the Rellich theorem, and from Lemma 2.3 that

$$
\mathbf{M}_{\mathcal{K}}(\psi f)=\hat{\mathbf{M}}_{1} f+\mathbf{T}_{2} f
$$

where $\hat{\mathbf{M}}_{1}, \mathbf{T}_{2}: \mathcal{S}_{1}^{l}(G, \Upsilon) \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)$ are such that $\left\|\hat{\mathbf{M}}_{1}\right\| \leqslant c \varepsilon_{0}\left(c>0\right.$ does not depend on $\left.\varepsilon_{0}\right)$ and $\mathrm{T}_{2}$ is compact. Combining this fact with relation (4.9), we obtain

$$
\mathbf{L}^{1} \hat{\mathbf{R}}_{1}=\mathbf{I}_{1}+\hat{\mathbf{M}}_{1}+\hat{\mathbf{T}}_{1},
$$

where $\hat{\mathbf{T}}_{1} f=\mathbf{T}_{2} f+\mathbf{T}_{\mathcal{K}}(\psi f)+\mathbf{T}_{0} f$.
The operator $\mathbf{I}_{1}+\hat{\mathbf{M}}_{1}: \mathcal{S}_{1}^{l}(G, \Upsilon) \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)$ is invertible for $\varepsilon_{0} \leqslant 1 /(2 c)$. Therefore, denoting $\mathbf{R}_{1}=\hat{\mathbf{R}}_{1}\left(\mathbf{I}_{1}+\hat{\mathbf{M}}_{1}\right)^{-1}$ and $\mathbf{T}_{1}=\hat{\mathbf{T}}_{1}\left(\mathbf{I}_{1}+\hat{\mathbf{M}}_{1}\right)^{-1}$, we obtain (4.3). This proves Lemma 4.1.

### 4.2. Construction of a Right Regularizer When $\mathbf{B}_{i \mu}^{2} \neq 0$

In this subsection, we assume that $\varepsilon_{0}$ is fixed. Consider the operator $\mathbf{L}$ with $\mathbf{B}_{i \mu}^{2} \neq 0$. In other words, we suppose that there are nonlocal terms supported both near the set $\mathcal{K}$ and outside some neighborhood of $\mathcal{K}$.

By Theorem 2.2, for any sufficiently small $\varepsilon>0$, there exist bounded operators

$$
\begin{aligned}
& \mathbf{R}_{\mathcal{K}}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{S}_{1}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} \\
& \mathbf{M}_{\mathcal{K}}^{\prime}, \mathbf{T}_{\mathcal{K}}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{S}_{1}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)
\end{aligned}
$$

such that $\left\|\mathbf{M}_{\mathcal{K}}^{\prime} f^{\prime}\right\|_{\mathcal{W}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\mathcal{W}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon$, the operator $\mathbf{T}_{\mathcal{K}}^{\prime}$ is compact, and

$$
\mathbf{L}^{1} \mathbf{R}_{\mathcal{K}}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\mathbf{M}_{\mathcal{K}}^{\prime} f^{\prime}+\mathbf{T}_{\mathcal{K}}^{\prime} f^{\prime}
$$

Note that the diameter of the support of $\mathbf{R}_{\mathcal{K}}^{\prime} f^{\prime}$ depends on $\varepsilon$ rather than on $\varepsilon_{0}$.
Similarly to the proof of Lemma 4.1 , we can construct a covering $\mathcal{O}_{2 \varepsilon}(\mathcal{K}), \mathcal{O}_{\varepsilon / 2}\left(g_{j}\right)\left(g_{j} \in \partial G\right.$, $j=1, \ldots, J, J=J(\varepsilon))$ of the boundary $\partial G$. Let $\psi^{\prime}, \psi_{j}^{\prime} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right), j=1, \ldots, J$, be a partition of unity subordinated to this covering.

According to the general theory of elliptic boundary-value problems in smooth domains (see, e.g., [27]), there exist bounded operators

$$
\mathbf{R}_{0 j}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{W}^{l}(G, \Upsilon), \operatorname{supp} f \subset \mathcal{O}_{\varepsilon / 2}\left(g_{j}\right)\right\} \rightarrow\left\{u \in W^{l+2 m}(G): \operatorname{supp} u \subset \mathcal{O}_{\varepsilon}\left(g_{j}\right)\right\}
$$

and compact operators

$$
\mathbf{T}_{0 j}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{W}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{\varepsilon / 2}\left(g_{j}\right)\right\} \rightarrow\left\{f \in \mathcal{W}^{l}(G, \Upsilon): \operatorname{supp} f \subset \mathcal{O}_{\varepsilon}\left(g_{j}\right)\right\}
$$

such that $\mathbf{L}^{0} \mathbf{R}_{0 j}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\mathbf{T}_{0 j}^{\prime} f^{\prime}$. For any $f^{\prime}$ satisfying $\left\{0, f^{\prime}\right\} \in \mathcal{S}_{1}^{l}(G, \Upsilon)$, write

$$
\begin{equation*}
\mathbf{R}_{1}^{\prime} f^{\prime}=\mathbf{R}_{\mathcal{K}}^{\prime}\left(\psi^{\prime} f^{\prime}\right)+\sum_{j=1}^{J} \mathbf{R}_{0 j}^{\prime}\left(\psi_{j}^{\prime} f^{\prime}\right) \tag{4.11}
\end{equation*}
$$

As in the proof of Lemma 4.1, one can show that

$$
\begin{equation*}
\mathbf{L}^{1} \mathbf{R}_{1}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\mathbf{M}_{1}^{\prime} f^{\prime}+\mathbf{T}_{1}^{\prime} f^{\prime} \tag{4.12}
\end{equation*}
$$

where $\mathbf{M}_{1}^{\prime}, \mathbf{T}_{1}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{S}_{1}^{l}(G, \Upsilon)\right\} \rightarrow \mathcal{S}_{1}^{l}(G, \Upsilon)$ are bounded operators such that

$$
\left\|\mathbf{M}_{1}^{\prime} f^{\prime}\right\|_{\mathcal{W}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\mathcal{W}^{l}(G, \Upsilon)}
$$

where $c>0$ does not depend on $\varepsilon$, and $\mathbf{T}_{1}^{\prime}$ is a compact operator.
Using the operators $\mathbf{R}_{1}$ (see Lemma 4.1) and $\mathbf{R}_{1}^{\prime}$ (see (4.11)), we shall now construct a right regularizer for the operator $\mathbf{L}$ with $\mathbf{B}_{i \mu}^{2} \neq 0$.

Introduce the set

$$
\mathcal{S}^{l}(G, \Upsilon)=\left\{f \in \mathcal{S}_{1}^{l}(G, \Upsilon): \text { the functions } \Phi=\mathbf{B}^{2} \mathbf{R}_{1} f \text { and } \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi \text { satisfy relations (4.2) }\right\}
$$

It follows from Sobolev's embedding theorem and from Riesz' theorem on the general form of a continuous linear functional on a Hilbert space that $\mathcal{S}^{l}(G, \Upsilon)$ is a closed subset of finite codimension in $\mathcal{W}^{l}(G, \Upsilon)$. It is also clear that $\mathcal{S}^{l}(G, \Upsilon) \subset \mathcal{S}_{1}^{l}(G, \Upsilon)$.

Lemma 4.2. Let Condition 4.1 hold. Then there exist a bounded operator

$$
\mathbf{R}: \mathcal{W}^{l}(G, \Upsilon) \rightarrow W^{l+2 m}(G)
$$

and a compact operator

$$
\mathbf{T}: \mathcal{W}^{l}(G, \Upsilon) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

such that

$$
\begin{equation*}
\mathbf{L R}=\mathbf{I}+\mathbf{T} \tag{4.13}
\end{equation*}
$$

where $\mathbf{I}$ stands for the identity operator in $\mathcal{W}^{l}(G, \Upsilon)$.
Proof. 1. We set $\Phi=\mathbf{B}^{2} \mathbf{R}_{1} f$, where $f=\left\{f_{0}, f^{\prime}\right\} \in \mathcal{S}^{l}(G, \Upsilon)$. Then, by the definition of the space $\mathcal{S}^{l}(G, \Upsilon)$, the functions $\Phi$ and $\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi$ belong to the domain of the operator $\mathbf{R}_{1}^{\prime}$. Therefore, we can introduce a bounded operator $\mathbf{R}_{\mathcal{S}}: \mathcal{S}^{l}(G, \Upsilon) \rightarrow W^{l+2 m}(G)$ by the formula

$$
\mathbf{R}_{\mathcal{S}} f=\mathbf{R}_{1} f-\mathbf{R}_{1}^{\prime} \Phi+\mathbf{R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi
$$

Let us show that the operator $\mathbf{R}_{\mathcal{S}}$ is a right inverse to $\mathbf{L}$, up to a sum of small and compact perturbations. For simplicity, we denote diverse operators (acting on the corresponding spaces) whose norms are dominated by $c \varepsilon$ by the letter $M$ and diverse compact operators by the letter $T$.

By virtue of (4.3) and (4.12), we have

$$
\begin{align*}
& \mathbf{P R}_{\mathcal{S}} f=\mathbf{P R}_{1} f-\mathbf{P R}_{1}^{\prime}\left(\Phi-\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi\right) \\
& \quad=f_{0}+T f_{0}-M\left(\Phi-\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi\right)-T\left(\Phi-\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi\right)=f_{0}+M f+T f  \tag{4.14}\\
& \mathbf{C R}_{\mathcal{S}} f= \\
& =\mathbf{C R}_{1} f-\mathbf{C R}_{1}^{\prime} \Phi+\mathbf{C R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi  \tag{4.15}\\
& = \\
& = \\
& \left.=f^{\prime}+T f^{\prime}\right)-(\Phi+M \Phi+T \Phi)+\left(\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi+M \mathbf{R}^{2} \mathbf{R}_{1}^{\prime} \Phi+M f \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi\right) \\
&
\end{align*}
$$

Applying the operator $\mathbf{B}^{2}$ to the function $\mathbf{R}_{\mathcal{S}} f$, we obtain

$$
\begin{equation*}
\mathbf{B}^{2} \mathbf{R}_{\mathcal{S}} f=\Phi-\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi+\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi \tag{4.16}
\end{equation*}
$$

Summing relations (4.15) and (4.16), we obtain

$$
\begin{equation*}
\mathbf{B R}_{\mathcal{S}} f=f^{\prime}+M f+T f+\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi \tag{4.17}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi=0 \tag{4.18}
\end{equation*}
$$

for sufficiently small $\varepsilon=\varepsilon\left(\varkappa_{1}, \varkappa_{2}, \rho\right)$, where $\varkappa_{1}, \varkappa_{2}, \rho$ are the constants occurring in Condition 1.2. (Note that $\varepsilon$ does not depend on $\varepsilon_{0}$.)

It follows from (4.11) that $\operatorname{supp} \mathbf{R}_{1}^{\prime} \Phi \subset \bar{G} \backslash \bar{G}_{4 \varepsilon}$. Take a small number $\varepsilon$ such that $4 \varepsilon<\rho$. Then the estimate (1.6) implies that $\operatorname{supp} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi \subset \mathcal{O}_{\varkappa_{2}}(\mathcal{K})$.

Furthermore, take a small number $\varepsilon$ such that $4 \varepsilon<\varkappa_{1}$ and $\varkappa_{2}+3 \varepsilon / 2<\varkappa_{1}$. Then, using (4.11) again, we see that $\operatorname{supp} \mathbf{R}_{1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{1}^{\prime} \Phi \subset \mathcal{O}_{\varkappa_{1}}(\mathcal{K})$. Combining this fact with inequality (1.5), we obtain (4.18).

It follows from relations (4.14), (4.17), and (4.18) that

$$
\mathbf{L} \mathbf{R}_{\mathcal{S}}=\mathbf{I}_{\mathcal{S}}+M+T
$$

where $\mathbf{I}_{\mathcal{S}}, M, T: \mathcal{S}^{l}(G, \Upsilon) \rightarrow \mathcal{W}^{l}(G, \Upsilon)$ are bounded operators for which $\mathbf{I}_{\mathcal{S}} f=f,\|M\| \leqslant c \varepsilon(c>0$ does not depend on $\varepsilon$ ), and $T$ is compact.
3. Since the subspace $\mathcal{S}^{l}(G, \Upsilon)$ is of finite codimension in $\mathcal{W}^{l}(G, \Upsilon)$, the operator $\mathbf{I}_{\mathcal{S}}$ has the Fredholm property. Therefore, by Theorems 16.2 and 16.4 in [28], the operator $\mathbf{I}_{\mathcal{S}}+M+T$ also has the Fredholm property provided that $\varepsilon$ is sufficiently small. Now it follows from Theorem 15.2 in [28] that there exists a bounded operator $\tilde{\mathbf{R}}$ and a compact operator $\mathbf{T}$ acting from $\mathcal{W}^{l}(G, \Upsilon)$ to $\mathcal{S}^{l}(G, \Upsilon)$ and to $\mathcal{W}^{l}(G, \Upsilon)$, respectively, which satisfy the relation $\left(\mathbf{I}_{\mathcal{S}}+M+T\right) \tilde{\mathbf{R}}=\mathbf{I}+\mathbf{T}$. Denoting $\mathbf{R}=\mathbf{R}_{\mathcal{S}} \tilde{\mathbf{R}}: \mathcal{W}^{l}(G, \Upsilon) \rightarrow W^{l+2 m}(G)$, we obtain (4.13), which proves Lemma 4.2.

Remark 4.1. We stress that the numbers $\varepsilon_{0}, \varkappa_{1}, \varkappa_{2}$, and $\rho$ are fixed in the course of the proof of Lemma 4.2.

Remark 4.2. The construction of the operator $\mathbf{R}$ is close to that in [18], where nonlocal problems in weighted spaces are treated for the case in which $\mathbf{B}^{1}=0$ (i.e., the support of nonlocal terms is disjoint from the set $\mathcal{K}$ ).

### 4.3. Fredholm Solvability of Nonlocal Problems

In this subsection, we prove the following result concerning the solvability of problem (1.7), (1.8) in a bounded domain in Sobolev spaces.

Theorem 4.1. Let Condition 4.1 hold; then the operator

$$
\mathbf{L}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

has the Fredholm property, ind $\mathbf{L}=\operatorname{ind} \mathbf{L}^{1}$.
Conversely, let the operator

$$
\mathbf{L}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

have the Fredholm property; then Condition 4.1 holds.
We shall show below that, if Condition 4.1 fails, then the image of $\mathbf{L}$ is not closed (Lemma 4.5). Combining this fact with Theorem 4.1 of this paper and with Theorem 7.1 in [28] yields the following corollary.

Corollary 4.1. Condition 4.1 holds if and only if the following a priori estimate holds:

$$
\|u\|_{W^{l+2 m}(G)} \leqslant c\left(\|\mathbf{L} u\|_{\mathcal{W}^{l}(G, \Upsilon)}+\|u\|_{L_{2}(G)}\right)
$$

where $c>0$ does not depend on $u$.
4.3.1. Proof of Theorem 4.1. Sufficiency. Let us show that the kernel of $\mathbf{L}$ is finite-dimensional. To do this, we consider problem (1.7), (1.8) in weighted spaces. Denote by $H_{a}^{k}(G)$ the completion of the set $C_{0}^{\infty}(\bar{G} \backslash \mathcal{K})$ with respect to the norm

$$
\|u\|_{H_{a}^{k}(G)}=\left(\sum_{|\alpha| \leqslant k} \int_{G} \rho^{2(a-k+|\alpha|)}\left|D^{\alpha} u\right|^{2}\right)^{1 / 2}
$$

where $k \geqslant 0$ is an integer, $a \in \mathbb{R}$, and $\rho=\rho(y)=\operatorname{dist}(y, \mathcal{K})$. For an integer $k \geqslant 1$, denote by $H_{a}^{k-1 / 2}(\Upsilon)$ the space of traces on a smooth curve $\Upsilon \subset \bar{G}$ with the norm

$$
\|\psi\|_{H_{a}^{k-1 / 2}(\Upsilon)}=\inf \|u\|_{H_{a}^{k}(G)} \quad\left(u \in H_{a}^{k}(G):\left.u\right|_{\Upsilon}=\psi\right)
$$

Let us introduce the operator corresponding to problem (1.7), (1.8) in weighted spaces,

$$
\mathbf{L}_{a}=\{\mathbf{P}, \mathbf{B}\}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon), \quad a>l+2 m-1
$$

where

$$
\mathcal{H}_{a}^{l}(G, \Upsilon)=H_{a}^{l}(G) \times \prod_{i=1}^{N_{0}} \prod_{\mu=1}^{m} H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)
$$

Note that, by (1.5) and by Lemma 5.2 in [18],

$$
\mathbf{B}_{i \mu}^{2} u \in W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right) \subset H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)
$$

for all $u \in H_{a}^{l+2 m}(G) \subset W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right), a>l+2 m-1$. Since the functions $\mathbf{B}_{i \mu}^{0} u$ and $\mathbf{B}_{i \mu}^{1} u$ also belong to $H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$, it follows that the operator $\mathbf{L}_{a}$ is well defined.

Thus, the operators $\mathbf{L}$ and $\mathbf{L}_{a}$ correspond to the same nonlocal problem (1.7), (1.8) regarded in Sobolev spaces and in weighted spaces, respectively.

Lemma 4.3. The kernel of the operator $\mathbf{L}$ is finite-dimensional.
Proof. It follows from Lemma 2.1 in [15] and from Theorem 3.2 in $[16]^{1}$ that the operator $\mathbf{L}_{a}$ has the Fredholm property for almost all $a>l+2 m-1$. Choose some $a>l+2 m-1$ for which the operator $\mathbf{L}_{a}$ has the Fredholm property. Then $W^{l+2 m}(G) \subset H_{a}^{l+2 m}(G)$ by Lemma 5.2 in [18], and therefore $\operatorname{ker} \mathbf{L} \subset \operatorname{ker} \mathbf{L}_{a}$. Since $\operatorname{ker} \mathbf{L}_{a}$ is finite-dimensional for the number $a$ chosen above, it follows that ker $\mathbf{L}$ is also finite-dimensional. This proves Lemma 4.3.

Remark 4.3. We stress that the kernel of the operator $\mathbf{L}$ is finite-dimensional for any arrangement of the eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$.

By Theorem 15.2 in [28] and by Lemma 4.2, the image of the operator $\mathbf{L}$ is a closed subspace of finite codimension. Combining this fact with Lemma 4.3, we see that $\mathbf{L}$ has the Fredholm property.

Let us show that ind $\mathbf{L}=\operatorname{ind} \mathbf{L}^{1}$. We introduce the operator

$$
\mathbf{L}_{t} u=\left\{\mathbf{P} u, \mathbf{C} u+(1-t) \mathbf{B}^{2} u\right\} .
$$

Clearly, $\mathbf{L}_{0}=\mathbf{L}$ and $\mathbf{L}_{1}=\mathbf{L}^{1}$.
It follows from what was proved above that the operators $\mathbf{L}_{t}$ have the Fredholm property for any $t$. Furthermore, the following estimate holds for any $t_{0}$ and $t$ :

$$
\left\|\mathbf{L}_{t} u-\mathbf{L}_{t_{0}} u\right\|_{\mathcal{W}^{l}(G, \Upsilon)} \leqslant k_{t_{0}}\left|t-t_{0}\right| \cdot\|u\|_{W^{l+2 m}(G)},
$$

where $k_{t_{0}}>0$ does not depend on $t$. Therefore, it follows from Theorem 16.2 in [28] that we have ind $\mathbf{L}_{t}=$ ind $\mathbf{L}_{t_{0}}$ for any $t$ in a sufficiently small neighborhood of the point $t_{0}$. Since $t_{0}$ is arbitrary, these neighborhoods cover the segment $[0,1]$. Choosing a finite subcovering, we obtain the relations $\operatorname{ind} \mathbf{L}=\operatorname{ind} \mathbf{L}_{0}=\operatorname{ind} \mathbf{L}_{1}=\operatorname{ind} \mathbf{L}^{1}$. This proves the sufficiency of Condition 4.1 in Theorem 4.1.
4.3.2. Proof of Theorem 4.1. Necessity. Suppose that the model problem (1.18), (1.19) in the plane angles $K_{j}=K_{j}^{p}$ with the sides $\gamma_{j \sigma}=\gamma_{j \sigma}^{p}, j=1, \ldots, N=N_{1 p}, \sigma=1,2$, corresponds to the orbit $\mathrm{Orb}_{p}$.

For any $d>0$, consider the sets $K_{j}^{d}=K_{j} \cap\left\{y \in \mathbb{R}^{2}:|y|<d\right\}$ and $\gamma_{j \sigma}^{d}=\gamma_{j \sigma} \cap\left\{y \in \mathbb{R}^{2}:|y|<d\right\}$ and the spaces

$$
\begin{gathered}
H_{a}^{l, N}\left(K^{d}\right)=\prod_{j=1}^{N} H_{a}^{l}\left(K_{j}^{d}\right), \quad \mathcal{W}^{l, N}\left(K^{d}, \gamma^{d}\right)=\prod_{j=1}^{N} \mathcal{W}^{l}\left(K_{j}^{d}, \gamma_{j}^{d}\right) \\
W^{l, N}\left(K^{d}\right)=\prod_{j=1}^{N} W^{l}\left(K_{j}^{d}\right), \quad \mathcal{W}^{l}\left(K_{j}^{d}, \gamma_{j}^{d}\right)=W^{l}\left(K_{j}^{d}\right) \times \prod_{\sigma=1,2} \prod_{\mu=1}^{m} W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{d}\right)
\end{gathered}
$$

Set $d_{1}=\min \left\{\chi_{j \sigma k s}, 1\right\} / 2, d_{2}=2 \max \left\{\chi_{j \sigma k s}, 1\right\}$ and $d=d(\varepsilon)=2 d_{2} \varepsilon$.

[^0]Lemma 4.4. Suppose that the image of the operator $\mathbf{L}$ is closed. Then the estimate
$\|U\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant c\left(\left\|\mathcal{L}_{p} U\right\|_{\mathcal{W}^{l, N}\left(K^{2 \varepsilon}, \gamma^{2 \varepsilon}\right)}+\sum_{j=1}^{N}\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{W^{l}\left(K_{j}^{d}\right)}+\|U\|_{W^{l+2 m-1, N}\left(K^{d}\right)}\right)$
holds for each orbit $\mathrm{Orb}_{p}$, for any sufficiently small $\varepsilon$, and for all functions $U \in W^{l+2 m, N}\left(K^{d}\right)$.
Proof. 1. Since the image of $\mathbf{L}$ is closed, it follows from Lemma 4.3, from the compactness of the embedding $W^{l+2 m}(G) \subset W^{l+2 m-1}(G)$, and from Theorem 7.1 in [28] that

$$
\begin{equation*}
\|u\|_{W^{l+2 m}(G)} \leqslant c\left(\|\mathbf{L} u\|_{\mathcal{W}^{l}(G, \Upsilon)}+\|u\|_{W^{l+2 m-1}(G)}\right) . \tag{4.20}
\end{equation*}
$$

Let us substitute functions $u \in W^{l+2 m}(G)$ such that

$$
\operatorname{supp} u \subset \bigcup_{j=1}^{N_{1 p}} \mathcal{O}_{2 \varepsilon}\left(g_{j}^{p}\right)
$$

and $2 \varepsilon<\min \left\{\varepsilon_{0}, \varkappa_{1}\right\}$ into (4.20). It follows from (1.5) that $\mathbf{B}^{2} u=0$ for these functions $u$. Therefore, by using Lemma 3.2 in [22, Ch. 2], we obtain the following estimate:

$$
\begin{equation*}
\|U\|_{W^{l+2 m, N}(K)} \leqslant c\left(\left\|\mathcal{L}_{p} U\right\|_{\mathcal{W}^{l, N}(K, \gamma)}+\|U\|_{W^{l+2 m-1, N}(K)}\right), \tag{4.21}
\end{equation*}
$$

which holds for any $U \in W^{l+2 m, N}(K)$ with $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon}(0)$ if $\varepsilon$ is sufficiently small.
2. Let us now get rid of the assumption $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon}(0)$ and show that the estimate (4.19) remains valid for any $U \in W^{l+2 m, N}\left(K^{d}\right)$.

We introduce a function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\psi(y)=1$ for $|y| \leqslant \varepsilon, \operatorname{supp} \psi \subset \mathcal{O}_{2 \varepsilon}(0)$, and $\psi$ does not depend on the polar angle $\omega$. Using inequality (4.22) and Leibniz' formula, we obtain

$$
\begin{aligned}
& \|U\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant\|\psi U\|_{W^{l+2 m, N}(K)} \leqslant k_{1}\left(\left\|\mathcal{L}_{p}(\psi U)\right\|_{\mathcal{W}^{l, N}(K, \gamma)}+\|\psi U\|_{W^{l+2 m-1, N}(K)}\right) \\
& \quad \leqslant k_{2}\left(\left\|\psi \mathcal{L}_{p} U\right\|_{\mathcal{W}^{l, N}(K, \gamma)}+\sum_{j, \sigma, \mu} \sum_{(k, s) \neq(j, 0)}\left\|J_{j \sigma \mu k s}\right\|_{W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)}+\|U\|_{W^{l+2 m-1, N}\left(K^{2 \varepsilon}\right)}\right)(4.22)
\end{aligned}
$$

for any $U \in W^{l+2 m, N}\left(K^{d}\right)$, where

$$
J_{j \sigma \mu k s}=\left.\left(\psi\left(\mathcal{G}_{j \sigma k s} y\right)-\psi(y)\right)\left(B_{j \sigma \mu k s}\left(D_{y}\right) U_{k}\right)\left(\mathcal{G}_{j \sigma k s} y\right)\right|_{\gamma_{j \sigma}} .
$$

Let us estimate the norm of $J_{j \sigma \mu k s}$. Note that, for $(k, s) \neq(j, 0)$, the operator $\mathcal{G}_{j \sigma k s}$ maps the ray $\gamma_{j \sigma}$ onto the ray

$$
\left\{y \in \mathbb{R}^{2}: r>0, \omega=(-1)^{\sigma} b_{j}+\omega_{j \sigma k s}\right\},
$$

and the latter is located strictly inside the angle $K_{k}$. Therefore, there exists a function

$$
\xi_{j \sigma k s} \in C_{0}^{\infty}\left(-b_{k}, b_{k}\right)
$$

taking the value 1 at the point $\omega=(-1)^{\sigma} b_{j}+\omega_{j \sigma k s}$.
Furthermore, the support of the function $\psi(y)-\psi\left(\mathcal{G}_{j \sigma k s}^{-1} y\right)$ is contained in the set

$$
\left\{d_{1} \varepsilon<|y|<d_{2} \varepsilon\right\} .
$$

Therefore, there exists a function $\psi_{1} \in C_{0}^{\infty}\left(K_{k}\right)$ which is identically equal to 1 on the support of the function $\xi(\omega)\left(\psi(y)-\psi\left(\mathcal{G}_{j \sigma k s}^{-1} y\right)\right)$ and satisfies the condition supp $\psi_{1} \subset\left\{d_{1} \varepsilon<|y|<d_{2} \varepsilon\right\}$. In this case, similarly to (2.38), we obtain

$$
\left\|J_{j \sigma \mu k s}\right\|_{W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{3}\left\|\psi_{1} U_{k}\right\|_{W^{l+2 m}\left(K_{k}\right)} .
$$

Let us estimate the norm on the right-hand side of this inequality by using Theorem 5.1 in [22, Ch. 2] and Leibniz' formula. Taking into account the fact that $\psi_{1}$ is compactly supported and vanishes both near the origin and near the sides of $K_{k}$, we obtain

$$
\begin{align*}
&\left\|J_{j \sigma \mu k s}\right\|_{W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{4}\left(\left\|\mathcal{P}_{k}\left(D_{y}\right) U_{k}\right\|_{W^{l}\left(\left\{d_{1} \varepsilon / 2<|y|<2 d_{2} \varepsilon\right\}\right)}\right. \\
&\left.+\left\|U_{k}\right\|_{W^{l+2 m-1}\left(\left\{d_{1} \varepsilon / 2<|y|<2 d_{2} \varepsilon\right\}\right)}\right) \tag{4.23}
\end{align*}
$$

The estimate (4.19) follows now from (4.22) and (4.23). This proves Lemma 4.4.

Lemma 4.5. Let the line $\operatorname{Im} \lambda=1-l-2 m$ contain an eigenvalue of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p$. Then the image of the operator $\mathbf{L}$ is not closed.

Proof. 1. Suppose that the image of $\mathbf{L}$ is closed. The following two cases are possible: either (a) the line $\operatorname{Im} \lambda=1-l-2 m$ contains an improper eigenvalue, or (b) the $\operatorname{line} \operatorname{Im} \lambda=1-l-2 m$ contains only the eigenvalue $\lambda_{0}=i(1-l-2 m)$, which is proper (see Definitions 3.1 and 3.2).
2. We first assume that there is an improper eigenvalue $\lambda=\lambda_{0}$. Let us show that the estimate (4.19) does not hold in this case. Denote by $\varphi^{(0)}(\omega), \ldots, \varphi^{(\varkappa-1)}(\omega)$ an eigenvector and some associated vectors (forming a Jordan chain of length $\varkappa \geqslant 1$ ) corresponding to the eigenvalue $\lambda_{0}$ (see [23]). According to Remark 2.1 in [29], the vectors $\varphi^{(k)}(\omega)$ belong to $W^{l+2 m, N}(-b, b)$, and it follows from Lemma 2.1 in [29] that

$$
\begin{equation*}
\mathcal{L}_{p} V^{k}=0, \quad \text { where } \quad V^{k}=r^{i \lambda_{0}} \sum_{s=0}^{k} \frac{1}{s!}(i \log r)^{k} \varphi^{(k-s)}(\omega), \quad k=0, \ldots, \varkappa-1 . \tag{4.24}
\end{equation*}
$$

Since $\lambda_{0}$ is not a proper eigenvalue, it follows that the function $V^{k}(y)$ is not a polynomial vector for some $k \geqslant 0$. For simplicity, suppose that $V^{0}=r^{i \lambda_{0}} \varphi^{(0)}(\omega)$ is not a polynomial vector (the case in which $k>0$ can be treated analogously).

We introduce the sequence $U^{\delta}=r^{\delta} V^{0} /\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}$. The denominator is finite for any $\delta>0$; however,

$$
\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \rightarrow \infty \quad \text { as } \quad \delta \rightarrow 0
$$

because $V^{0}$ is not a polynomial vector. However, $\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m-1, N}\left(K^{d}\right)} \leqslant c$, where $c>0$ does not depend on $\delta \geqslant 0$; therefore,

$$
\begin{equation*}
\left\|U^{\delta}\right\|_{W^{l+2 m-1, N}\left(K^{d}\right)} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 . \tag{4.25}
\end{equation*}
$$

Moreover, it follows from relation (4.24) that

$$
\begin{aligned}
\mathcal{P}_{j}\left(D_{y}\right) U^{\delta} & =\frac{r^{\delta} \mathcal{P}_{j}\left(D_{y}\right) V^{0}+\sum_{|\alpha|+|\beta|=2 m,|\alpha| \geqslant 1} p_{j \alpha \beta} D^{\alpha} r^{\delta} \cdot D^{\beta} V_{j}^{0}}{\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}} \\
& =\frac{\sum_{|\alpha|+|\beta|=2 m,|\alpha| \geqslant 1} p_{j \alpha \beta} D^{\alpha} r^{\delta} \cdot D^{\beta} V_{j}^{0}}{\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}},
\end{aligned}
$$

where $p_{j \alpha \beta}$ are some complex constants. Hence,

$$
\left|D^{\xi} \mathcal{P}_{j}\left(D_{y}\right) U^{\delta}\right| \leqslant c_{j \xi} \delta r^{l-1-|\xi|+\delta} /\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \quad(|\xi| \leqslant l)
$$

which implies that

$$
\begin{equation*}
\left\|\mathcal{P}_{j}\left(D_{y}\right) U^{\delta}\right\|_{W^{l}\left(K_{j}^{d}\right)} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 . \tag{4.26}
\end{equation*}
$$

Similarly, by using (4.24), one can prove that

$$
\begin{equation*}
\left\|\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}}\right\|_{W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{2 \varepsilon}\right)} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 . \tag{4.27}
\end{equation*}
$$

(To obtain (4.27), one must additionally estimate the expression

$$
\frac{\sum_{(k, s) \neq(j, 0)}\left\|\left.\left(\chi_{j \sigma k s}^{\delta}-1\right) r^{\delta}\left(B_{j \sigma \mu k s}\left(y, D_{y}\right) V^{0}\right)\left(\mathcal{G}_{j \sigma k s} y\right)\right|_{\gamma_{j \sigma}}\right\|_{W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{2 \varepsilon}\right)}}{\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}},
$$

which also tends to zero as $\delta \rightarrow 0$ by virtue of the inequality $\left|\chi_{j \sigma k s}^{\delta}-1\right| \leqslant k_{6} \delta$.)

However, assertions (4.25)-(4.27) contradict the estimate (4.19) because $\left\|U^{\delta}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}=1$. This completes the proof in the case under consideration.
3. It remains to consider the case in which the line $\operatorname{Im} \lambda=1-l-2 m$ contains only the eigenvalue $\lambda_{0}=i(1-l-2 m)$ of $\tilde{\mathcal{L}}_{p}(\lambda)$, and this eigenvalue is proper. In this case, we cannot repeat the above arguments because $V^{0}$ is a polynomial vector, and the norm $\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}$ is uniformly bounded as $\delta \rightarrow 0$.

Let us use the results in Sec. 3. By Lemma 3.2, there is a sequence $f^{\delta} \in \hat{\mathcal{S}}^{l, N}(K, \gamma), \delta>0$, such that $\operatorname{supp} f^{\delta} \subset \mathcal{O}_{\varepsilon}(0)$ and $f^{\delta}$ converges in $\mathcal{W}^{l, N}(K, \gamma)$ to $f^{0} \notin \hat{\mathcal{S}}^{l, N}(K, \gamma)$ as $\delta \rightarrow 0$. By Lemma 3.5, for each $f^{\delta}$, there exists a function $U^{\delta} \in W^{l+2 m, N}\left(K^{d}\right)$ such that

$$
\begin{align*}
\mathcal{L}_{p} U^{\delta} & =f^{\delta}  \tag{4.28}\\
\left\|U^{\delta}\right\|_{W^{l+2 m-1, N}\left(K^{d}\right)} & \leqslant c\left\|f^{\delta}\right\|_{\mathcal{W}^{l, N}(K, \gamma)} \tag{4.29}
\end{align*}
$$

$(c>0$ does not depend on $\delta)$, and $U^{\delta}$ satisfies relations (3.8). It follows from inequalities (4.19) and (4.29), from relation (4.25), and from the convergence of $f^{\delta}$ in $\mathcal{W}^{l, N}(K, \gamma)$ that the "sequence" $U^{\delta}$ is a Cauchy sequence in $W^{l+2 m, N}\left(K^{\varepsilon}\right)$. Therefore, $U^{\delta}$ converges in $W^{l+2 m, N}\left(K^{\varepsilon}\right)$ to some function $U$ as $\delta \rightarrow 0$. Moreover, the limit function $U$ also satisfies relations (3.8), and, since the operator

$$
\mathcal{L}_{p}: W^{l+2 m, N}\left(K^{\varepsilon}\right) \rightarrow \mathcal{W}^{l, N}\left(K^{2 d_{1} \varepsilon}, \gamma^{2 d_{1} \varepsilon}\right)
$$

is bounded, the following relation holds:

$$
\mathcal{L}_{p} U=f^{0} \quad \text { for } \quad y \in \mathcal{O}_{2 d_{1} \varepsilon}(0)
$$

Consider a function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\psi(y)=1$ for $|y| \leqslant d_{1}^{2} \varepsilon$ and $\operatorname{supp} \psi \subset \mathcal{O}_{2 d_{1}^{2} \varepsilon}(0)$. Clearly, $\psi U \in W^{l+2 m, N}(K), \psi U$ satisfies relations (3.8), and $\operatorname{supp} \mathcal{L}_{p}(\psi U) \subset \mathcal{O}_{2 d_{1} \varepsilon}(0)$. Therefore,

$$
\mathcal{L}_{p}(\psi U)=\psi f^{0}+\hat{f}
$$

where $\hat{f} \in \mathcal{W}^{l, N}(K, \gamma)$, and the support of $\hat{f}$ is compact and does not contain the origin. Hence, the function $\psi f^{0}+\hat{f}$, together with $f^{0}$, does not belong to $\hat{\mathcal{S}}^{l, N}(K, \gamma)$, which contradicts Lemma 3.1. This completes the proof of Lemma 4.5.

Now the necessity of Condition 4.1 in Theorem 4.1 follows from Lemma 4.5.

## 5. ASYMPTOTICS OF SOLUTIONS OF NONLOCAL PROBLEMS IN SOBOLEV SPACES

### 5.1. Smoothness of Solutions Outside the Set $\mathcal{K}$

In this subsection, we prove the following result on smoothness of solutions of problem (1.7), (1.8) inside the domain and near a smooth part of the boundary.

Lemma 5.1. Let $u \in W^{l+2 m}(G)$ be a solution of problem (1.7), (1.8). Suppose that the righthand side $f=\left\{f_{0}, f_{i \mu}\right\}$ belongs to $\mathcal{W}^{l_{1}}(G, \Upsilon)$ with $l_{1}>l$ and Condition 1.2 holds for $l_{1}$ substituted for $l$. Then

$$
\begin{equation*}
u \in W^{l_{1}+2 m}\left(G \backslash \overline{\mathcal{O}_{\delta}(\mathcal{K})}\right) \quad \text { for any } \delta>0 \tag{5.1}
\end{equation*}
$$

Proof. 1. We denote by $W_{\mathrm{loc}}^{l}(G)$ the space of distributions $v$ in $G$ such that $\psi v \in W^{l}(G)$ for all $\psi \in C_{0}^{\infty}(G)$. By Theorem 3.2 in [22, Ch. 2], we have

$$
\begin{equation*}
u \in W_{\mathrm{loc}}^{l_{1}+2 m}(G) \tag{5.2}
\end{equation*}
$$

Combining (5.2) with estimate (1.6) implies that

$$
\begin{equation*}
\mathbf{B}_{i \mu}^{2} u \in W^{l_{1}+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i} \backslash \overline{\mathcal{O}_{\varkappa_{2}}(\mathcal{K})}\right) \tag{5.3}
\end{equation*}
$$

We fix an arbitrary point $g \in \Upsilon_{i} \backslash \overline{\mathcal{O}_{\varkappa_{2}}(\mathcal{K})}$ and choose a $\delta>0$ such that

$$
\begin{equation*}
\overline{\mathcal{O}_{\delta}(g) \cap \Upsilon_{i}} \subset \Upsilon_{i} \backslash \overline{\mathcal{O}_{\varkappa_{2}}(\mathcal{K})} ; \quad g \in \mathcal{O}_{\varepsilon_{0}}(\mathcal{K}) \Rightarrow \overline{\Omega_{i s}\left(\mathcal{O}_{\delta}(g) \cap \mathcal{O}_{\varepsilon_{0}}(\mathcal{K})\right)} \subset G \tag{5.4}
\end{equation*}
$$

Then, in the neighborhood $\mathcal{O}_{\delta}(g)$, the function $u$ is a solution of the following problem:

$$
\begin{align*}
\mathbf{P}\left(y, D_{y}\right) u & =f_{0}(y) & & \left(y \in \mathcal{O}_{\delta}(g) \cap G\right),  \tag{5.5}\\
B_{i \mu 0}\left(y, D_{y}\right) u & =f_{i \mu}^{2}(y) & & \left(y \in \mathcal{O}_{\delta}(g) \cap \Upsilon_{i} ; \mu=1, \ldots, m\right), \tag{5.6}
\end{align*}
$$

where

$$
f_{i \mu}^{2}(y)=f_{i \mu}(y)-\sum_{s=1}^{S_{i}}\left(B_{i \mu s}\left(y, D_{y}\right)(\zeta u)\right)\left(\Omega_{i s}(y)\right)-\mathbf{B}_{i \mu}^{2} u(y), \quad y \in \mathcal{O}_{\delta}(g) \cap \Upsilon_{i}
$$

It follows from relations (5.2), (5.3), and (5.4) that

$$
f_{i \mu}^{2} \in W^{l_{1}+2 m-m_{i \mu}-1 / 2}\left(\mathcal{O}_{\delta}(g) \cap \Upsilon_{i}\right)
$$

Applying Theorem 5.1 in $[22, \text { Ch. } 2]^{2}$ to problem (5.5), (5.6), we see that

$$
\begin{equation*}
u \in W^{l_{1}+2 m}\left(\mathcal{O}_{\delta / 2}(g) \cap G\right) . \tag{5.7}
\end{equation*}
$$

By using the method of partition of unity, we derive from (5.2) and (5.7) that

$$
\begin{equation*}
u \in W^{l_{1}+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right) \tag{5.8}
\end{equation*}
$$

2. It follows from the inclusion in (5.8) and from inequality (1.5) that

$$
\begin{equation*}
\mathbf{B}_{i \mu}^{2} u \in W^{l_{1}+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right) . \tag{5.9}
\end{equation*}
$$

Taking into account formula (5.9), we can repeat the arguments of part 1 of this proof for an arbitrary point $g \in \Upsilon_{i}$ and for any number $\delta, \delta>0$, such that

$$
\overline{\mathcal{O}_{\delta}(g) \cap \Upsilon_{i}} \subset \Upsilon_{i} ; \quad g \in \mathcal{O}_{\varepsilon_{0}}(\mathcal{K}) \Rightarrow \overline{\Omega_{i s}\left(\mathcal{O}_{\delta}(g) \cap \mathcal{O}_{\varepsilon_{0}}(\mathcal{K})\right)} \subset G
$$

As a result, we obtain relation (5.7), which thus holds for an arbitrary element $g \in \Upsilon_{i}$. Combining this fact with (5.2) and using the method of partition of unity, we obtain (5.1), which completes the proof of Lemma 5.1.

[^1]
### 5.2. Asymptotics of Solutions Near the Set $\mathcal{K}$

In this subsection, we obtain an asymptotic formula for the solution $u$ near an arbitrary orbit $\operatorname{Orb}_{p} \subset \mathcal{K}$ provided that the line $\operatorname{Im} \lambda=1-l_{1}-2 m$ contains no eigenvalues of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$.

Thus, let us choose some orbit $\operatorname{Orb}_{p} \subset \mathcal{K}$, and let this orbit consist of the points $g_{j}^{p}, j=$ $1, \ldots, N=N_{1 p}$. Choose a number $\varepsilon, \varepsilon>0$, such that $\mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \subset \mathcal{V}\left(g_{j}^{p}\right)$. In this case, the function $u$ is a solution of the following problem in the neighborhood

$$
\bigcup_{j=1}^{N} \mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right)
$$

of the orbit $\mathrm{Orb}_{p}$ :

$$
\begin{gather*}
\mathbf{P}\left(y, D_{y}\right) u_{j}=f(y) \quad\left(y \in \mathcal{O}_{\varepsilon}\left(g_{j}\right) \cap G\right)  \tag{5.10}\\
\left.B_{i \mu 0}\left(y, D_{y}\right) u_{j}(y)\right|_{\Upsilon_{i}}+\left.\sum_{s=1}^{S_{i}}\left(B_{i \mu s}\left(y, D_{y}\right)\left(\zeta u_{k}\right)\right)\left(\Omega_{i s}(y)\right)\right|_{\Upsilon_{i}}=f_{i \mu}^{\prime}(y)  \tag{5.11}\\
\left(y \in \mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \cap \Upsilon_{i} ; i \in\left\{1 \leqslant i \leqslant N_{0}: g_{j} \in \bar{\Upsilon}_{i}\right\} ; j=1, \ldots, N ; \mu=1, \ldots, m\right) .
\end{gather*}
$$

Here $u_{1}(y), \ldots, u_{N}(y)$ stand for the same functions as in 1.3 and $f_{i \mu}^{\prime}(y)=f_{i \mu}(y)-\mathbf{B}_{i \mu}^{2} u(y)$ for $y \in \mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \cap \Upsilon_{i}$. It follows from (5.9) that $f_{i \mu}^{\prime} \in W^{l_{1}+2 m-m_{i \mu}-1 / 2}\left(\mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \cap \Upsilon_{i}\right)$.

Let $y \mapsto y^{\prime}\left(g_{j}^{p}\right)$ be the change of variables described in Sec. 1.1. As in 1.3, we introduce the function $U_{j}\left(y^{\prime}\right)=u_{j}\left(y\left(y^{\prime}\right)\right)$ and denote $y^{\prime}$ by $y$ again. For the index $p$ chosen above, we set $b_{j}=b_{j}^{p}$, $K_{j}=K_{j}^{p}$, and $\gamma_{j \sigma}=\left\{y \in \mathbb{R}^{2}: r>0, \omega=(-1)^{\sigma} b_{j}\right\}(\sigma=1,2)$. Then problem (5.10), (5.11) becomes

$$
\begin{gather*}
\mathbf{P}_{j}\left(y, D_{y}\right) U_{j}=f_{j}(y) \quad\left(y \in K_{j}^{\varepsilon}\right)  \tag{5.12}\\
\left.\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) U\right|_{\gamma_{j \sigma}^{\varepsilon}} \equiv \sum_{k, s}\left(B_{j \sigma \mu k s}\left(y, D_{y}\right) U_{k}\right)\left(\mathcal{G}_{j \sigma k s} y\right)\right|_{\gamma_{j \sigma}^{\varepsilon}}=f_{j \sigma \mu}(y) \quad\left(y \in \gamma_{j \sigma}^{\varepsilon}\right) \tag{5.13}
\end{gather*}
$$

(cf. (1.15), (1.16)); here $f=\left\{f_{j}, f_{j \sigma \mu}\right\} \in \mathcal{W}^{l_{1}, N}\left(K^{\varepsilon}, \gamma^{\varepsilon}\right)$ and $U \in W^{l+2 m, N}\left(K^{d}\right)$, where $d=$ $\varepsilon \max \left\{\chi_{j \sigma k s}, 1\right\}$ (the symbols $\chi_{j \sigma k s}$ stand for the coefficients of the homothety operators corresponding to the orbit $\mathrm{Orb}_{p}$ ).

To obtain the asymptotics of the solution $u$ of problem (1.7), (1.8) near the orbit Orb $_{p}$, we preliminarily investigate the asymptotics of the solution $U$ of problem (5.12), (5.13) near the origin.

By Lemma 4.11 in [21], the function $U_{j} \in W^{l+2 m}\left(K_{j}^{d}\right)$ can be represented in the form

$$
\begin{equation*}
U_{j}(y)=Q_{j}(y)+U_{j}^{1}(y) \tag{5.14}
\end{equation*}
$$

where $Q_{j}(y)$ is a polynomial of order $l+2 m-2$, while $U_{j}^{1} \in W^{l+2 m}\left(K_{j}^{d}\right) \cap H_{a}^{l+2 m}\left(K_{j}^{d}\right)$ for any $a>0$. By setting $Q=\left(Q_{1}, \ldots, Q_{N}\right)$, we see that the function $U^{1}=\left(U_{1}^{1}, \ldots, U_{N}^{1}\right)$ is a solution of the problem

$$
\begin{align*}
\mathbf{P}_{j}\left(y, D_{y}\right) U_{j}^{1}=f_{j}(y)-\mathbf{P}_{j}\left(y, D_{y}\right) Q_{j}(y) & \equiv f_{j}^{1}(y) \quad\left(y \in K_{j}^{\varepsilon}\right)  \tag{5.15}\\
\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) U^{1}\right|_{\gamma_{j \sigma}^{\varepsilon}}=f_{j \sigma \mu}(y)-\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) Q\right|_{\gamma_{j \sigma}^{\varepsilon}} & \equiv f_{j \sigma \mu}^{1}(y) \quad\left(y \in \gamma_{j \sigma}^{\varepsilon}\right) \tag{5.16}
\end{align*}
$$

where $f^{1}=\left\{f_{j}^{1}, f_{j \sigma \mu}^{1}\right\} \in \mathcal{W}^{l_{1}, N}\left(K^{\varepsilon}, \gamma^{\varepsilon}\right)$.
Using Lemma 4.11 in [21], we represent the function $f_{j}^{1} \in W^{l_{1}}\left(K_{j}^{\varepsilon}\right)$ as follows:

$$
\begin{equation*}
f_{j}^{1}(y)=P_{j}(y)+f_{j}^{2}(y) \tag{5.17}
\end{equation*}
$$

where $P_{j}(y)$ is a polynomial of order $l_{1}-2$ (if $l_{1} \geqslant 2$ ), while $f_{j}^{2} \in W^{l_{1}}\left(K_{j}^{\varepsilon}\right) \cap H_{a}^{l_{1}}\left(K_{j}^{\varepsilon}\right)$ for any $a>0$. If $l_{1} \leqslant 1$, then we set $P_{j}(y) \equiv 0$, in which case $f_{j}^{1}=f_{j}^{2} \in H_{a}^{l_{1}}\left(K_{j}^{\varepsilon}\right)$ by Lemma 2.1. Note that, on one hand, the inclusion $U_{j}^{1} \in H_{a}^{l+2 m}\left(K_{j}^{d}\right)$ implies the inclusion $f_{j}^{1} \in H_{a}^{l}\left(K_{j}^{\varepsilon}\right)$ and, on the other hand, $f_{j}^{2} \in H_{a}^{l_{1}}\left(K_{j}^{\varepsilon}\right) \subset H_{a}^{l}\left(K_{j}^{\varepsilon}\right)$. Thus, $P_{j} \in H_{a}^{l}\left(K_{j}^{\varepsilon}\right)$, and therefore the polynomial $P_{j}$ consists of monomials whose order is greater than or equal to $l-1$.

We similarly have

$$
\begin{equation*}
f_{j \sigma \mu}^{1}(y)=P_{j \sigma \mu}(y)+f_{j \sigma \mu}^{2}(y), \tag{5.18}
\end{equation*}
$$

where $P_{j \sigma \mu}(y)$ is a polynomial of order $l_{1}+2 m-m_{j \sigma \mu}-2$ (if $l_{1}+2 m-m_{j \sigma \mu} \geqslant 2$ ), and $P_{j \sigma \mu}(y)$ consists of monomials whose order is greater than or equal to $l+2 m-m_{j \sigma \mu}-1$, while

$$
f_{j \sigma \mu}^{2} \in W^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) \cap H_{a}^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) \quad \text { for any } \quad a>0 .
$$

If $l_{1}+2 m-m_{j \sigma \mu} \leqslant 1$, then $P_{j \sigma \mu}(y) \equiv 0$.
By Lemma 3.1 in [14], ${ }^{3}$ there exist functions

$$
W_{j}=\sum_{s=l+2 m-1}^{l_{1}+2 m-1} \sum_{q=0}^{q_{j}} r^{s}(i \log r)^{q} \varphi_{j s q}(\omega) \in H_{a}^{l+2 m}\left(K_{j}^{\varepsilon}\right), \quad a>0,
$$

with $\varphi_{j s k} \in C^{\infty}\left(\left[-b_{j}, b_{j}\right]\right)$ such that the vector $W=\left(W_{1}, \ldots, W_{N}\right)$ satisfies the following relations:

$$
\begin{align*}
\mathbf{P}_{j}\left(y, D_{y}\right) W_{j}-P_{j} & \in H_{0}^{l_{1}}\left(K_{j}^{\varepsilon}\right)  \tag{5.19}\\
\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) W-P_{j \sigma \mu} & \in H_{0}^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) . \tag{5.20}
\end{align*}
$$

Further, since

$$
f_{j}^{2} \in W^{l_{1}}\left(K_{j}^{\varepsilon}\right) \cap H_{a}^{l_{1}}\left(K_{j}^{\varepsilon}\right), \quad f_{j \sigma \mu}^{2} \in W^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) \cap H_{a}^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right)
$$

for any $a>0$, it follows that the functions $f_{j}^{2}$ and $f_{j \sigma \mu}^{2}$ satisfy the relations

$$
\begin{align*}
\left.D^{\alpha} f_{j}^{2}\right|_{y=0} & =0, \quad|\alpha| \leqslant l_{1}-2  \tag{5.21}\\
\left.\frac{\partial^{\beta} f_{j \sigma \mu}^{2}}{\partial \tau_{j \sigma}^{\beta}}\right|_{y=0} & =0, \quad \beta \leqslant l_{1}+2 m-m_{j \sigma \mu}-2 . \tag{5.22}
\end{align*}
$$

Therefore, by virtue of Lemma 2.4 and Corollary 2.1, there exist functions

$$
V_{j} \in W^{l_{1}+2 m}\left(K_{j}^{d}\right) \cap H_{a}^{l_{1}+2 m}\left(K_{j}^{d}\right),
$$

where $a>0$ is arbitrary, such that the vector $V=\left(V_{1}, \ldots, V_{N}\right)$ satisfies the relations

$$
\begin{align*}
\mathbf{P}_{j}\left(y, D_{y}\right) V_{j}-f_{j}^{2} & \in H_{0}^{l_{1}}\left(K_{j}^{\varepsilon}\right)  \tag{5.23}\\
\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) V-f_{j \sigma \mu}^{2} & \in H_{0}^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) . \tag{5.24}
\end{align*}
$$

It follows from (5.15)-(5.24) that the vector

$$
\begin{equation*}
U^{2}=U^{1}-V-W \in H_{a}^{l+2 m, N}\left(K^{d}\right) \tag{5.25}
\end{equation*}
$$

[^2]is a solution of the problem
\[

$$
\begin{align*}
\mathbf{P}_{j}\left(y, D_{y}\right) U_{j}^{2}= & \left(P_{j}-\mathbf{P}_{j}\left(y, D_{y}\right) W_{j}\right)+\left(f_{j}^{2}-\mathbf{P}_{j}\left(y, D_{y}\right) V_{j}\right) \in H_{0}^{l_{1}}\left(K_{j}^{\varepsilon}\right)  \tag{5.26}\\
\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) U^{2}\right|_{\gamma_{j \sigma}^{\varepsilon}} ^{\varepsilon}= & \left.\left(P_{j \sigma \mu}-\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) W\right)\right|_{\gamma_{j \sigma}^{\varepsilon}} \\
& +\left(f_{j \sigma \mu}^{2}-\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) V\right|_{\gamma_{j \sigma}^{\varepsilon}}\right) \in H_{0}^{l_{1}+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{\varepsilon}\right) \tag{5.27}
\end{align*}
$$
\]

Let us choose a small number $a, a>0$, such that the strip $1-l-2 m<\operatorname{Im} \lambda \leqslant a+1-l-2 m$ contains no eigenvalues of $\tilde{\mathcal{L}}_{p}(\lambda)$ (this is possible because the spectrum of $\tilde{\mathcal{L}}_{p}(\lambda)$ is discrete). In this case, equalities (5.26) and (5.27) and Lemma 3.2 in [14] imply the following asymptotic formula for $U_{j}^{2} \in H_{a}^{l+2 m}\left(K_{j}^{d}\right):$

$$
\begin{equation*}
U_{j}^{2}=\sum_{1-l_{1}-2 m<\operatorname{Im} \lambda_{n} \leqslant 1-l-2 m} \sum_{s, q} r^{i \lambda_{n}+s}(i \log r)^{q} \psi_{j n s q}(\omega)+U_{j}^{3} \quad\left(y \in K_{j}^{\varepsilon}\right) \tag{5.28}
\end{equation*}
$$

where $U_{j}^{3} \in H_{0}^{l_{1}+2 m}\left(K_{j}^{\varepsilon}\right), \lambda_{n}$ are the eigenvalues of $\tilde{\mathcal{L}}_{p}(\lambda), \psi_{j n s q} \in C^{\infty}\left(\left[-b_{j}, b_{j}\right]\right), s=0, \ldots, s_{n}$, $s_{n}=\left[l_{1}+2 m-1+\operatorname{Im} \lambda_{n}\right]$, and $q=0, \ldots, q_{j n}, q_{j n} \geqslant 0$.

Formula (5.28) and relations (5.14) and (5.25) imply

$$
\begin{equation*}
U_{j}=\sum_{n} \sum_{s, q} r^{i \lambda_{n}+s}(i \log r)^{q} \psi_{j n s q}(\omega)+\sum_{s, q} r^{s}(i \log r)^{q} \varphi_{j s k}(\omega)+U_{j}^{4} \quad\left(y \in K_{j}^{\varepsilon}\right) \tag{5.29}
\end{equation*}
$$

where $U_{j}^{4}=U_{j}^{3}+V_{j}+Q_{j} \in W^{l_{1}+2 m}\left(K^{d}\right)$.
Note that the function

$$
J_{j}=\sum_{\operatorname{Im} \lambda_{n}=1-l-2 m} \sum_{q=0}^{q_{j n}} r^{i \lambda_{n}}(i \log r)^{q} \psi_{j, n 0 q}(\omega)+\sum_{q=0}^{q_{j}} r^{l+2 m-1}(i \log r)^{q} \varphi_{j, l+2 m-1, k}(\omega)
$$

is a homogeneous polynomial of order $l+2 m-1$ with respect to $y_{1}, y_{2}$ (Lemma 4.20 in [21] would otherwise imply that $J_{j} \notin W^{l+2 m}\left(K_{j}^{d}\right)$, while the other terms in (5.29) belong to $W^{l+2 m}\left(K_{j}^{d}\right)$ ). Thus, we finally obtain

$$
\begin{align*}
& U_{j}=\sum_{1-l_{1}-2 m<\operatorname{Im} \lambda_{n} \leqslant 1-l-2 m} \sum_{s, q} r^{i \lambda_{n}+s}(i \log r)^{q} \psi_{j n s q}(\omega) \\
&+\sum_{s=l+2 m}^{l_{1}+2 m-1} \sum_{q=0}^{q_{j}} r^{s}(i \log r)^{q} \varphi_{j s k}(\omega)+U_{j}^{5} \quad\left(y \in K_{j}^{\varepsilon}\right) \tag{5.30}
\end{align*}
$$

where $U_{j}^{5}=U_{j}^{4}+J_{j} \in W^{l_{1}+2 m}\left(K^{d}\right)$ and the indices in the first interior sum range as follows: $s=1, \ldots, s_{n}$ if $\operatorname{Im} \lambda_{n}=1-l-2 m, s=0, \ldots, s_{n}$ if $\operatorname{Im} \lambda_{n}<1-l-2 m$, and $q=0, \ldots, q_{j n}$ for $q_{j n} \geqslant 0$.

Let us now derive the main result of this section from Lemma 5.1 and from the representation (5.30).

Theorem 5.1. Let $u \in W^{l+2 m}(G)$ be a solution of problem (1.7), (1.8), and let the conditions of Lemma 5.1 hold. Then the solution $u$ satisfies relations (5.1). If we additionally assume that the line $\operatorname{Im} \lambda=1-l_{1}-2 m$ contains no eigenvalues of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p \in\left\{1, \ldots, N_{1}\right\}$, then the following representation holds in the neighborhood $\mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right)\left(j=1, \ldots, N_{1 p}\right)$ :

$$
\begin{equation*}
u=\sum_{n} \sum_{s, q} r^{i \lambda_{n}+s}(i \log r)^{q} \psi_{j n s q}^{\prime}(\omega)+\sum_{s, q} r^{s}(i \log r)^{q} \varphi_{j s k}^{\prime}(\omega)+u^{\prime} \quad\left(y \in \mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \cap G\right) \tag{5.31}
\end{equation*}
$$

Here $(\omega, r)$ are polar coordinates with origin at $g_{j}^{p}$, while $\psi_{j n s q}^{\prime}$ and $\varphi_{j s k}^{\prime}$ are infinitely differentiable functions with respect to $\omega$ which turn into the functions $\psi_{j n s q}$ and $\varphi_{j s k}$, respectively, after the change of variables $y \mapsto y^{\prime}\left(g_{j}^{p}\right)$, and, finally, $u^{\prime} \in W^{l_{1}+2 m}\left(\mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \cap G\right)$, while the indices in (5.31) range as in (5.30).

In particular, Theorem 5.1 means that, if $u \in W^{l+2 m}(G)$ is a solution of problem (1.7), (1.8) with a right-hand side $f=\left\{f_{0}, f_{i \mu}\right\}$ belonging to $\mathcal{W}^{l_{1}}(G, \Upsilon)\left(l_{1}>l\right)$, and if the closed strip $1-l_{1}-2 m \leqslant \operatorname{Im} \lambda \leqslant 1-l-2 m$ contains no eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$, then $u \in W^{l_{1}+2 m}(G)$.

## 6. NONLOCAL PROBLEMS IN BOUNDED DOMAINS IN WEIGHTED SPACES WITH SMALL WEIGHT EXPONENTS

### 6.1. Statement of the Main Result

In Sec. 4.3, we have introduced the operator

$$
\begin{equation*}
\mathbf{L}_{a}=\{\mathbf{P}, \mathbf{B}\}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon), \quad a>l+2 m-1 . \tag{6.1}
\end{equation*}
$$

As was mentioned in the proof of Lemma 4.3, the operator $\mathbf{L}_{a}$ has the Fredholm property for almost any $a, a>l+2 m-1$, due to Lemma 2.1 in [15] and Theorem 3.2 in [16].

In this subsection, we consider problem (1.7), (1.8) in weighted spaces with weight exponents $a>0$. In that case, we have

$$
\mathbf{B}_{i \mu}^{2} u \in W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right) \quad \text { for any } \quad u \in H_{a}^{l+2 m}(G) \subset W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right)
$$

as above. However, the difficulty is that the function $\mathbf{B}_{i \mu}^{2} u$ can now be outside the space $H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$, in which case the operator $\mathbf{L}_{a}$ given by (6.1) can be not well defined.

Introduce the set

$$
S_{a}^{l+2 m}(G)=\left\{u \in H_{a}^{l+2 m}(G): \text { the functions } \mathbf{B}_{i \mu}^{2} u \text { satisfy conditions (4.2) }\right\} .
$$

Using inequality (1.5), we obtain

$$
\left\|\mathbf{B}_{i \mu}^{2} u\right\|_{W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)} \leqslant k_{1}\|u\|_{W^{l+2 m}\left(G \backslash \overline{\left.\mathcal{O}_{\varkappa_{1}}(\mathcal{K})\right)}\right.} \leqslant k_{2}\|u\|_{H_{a}^{l+2 m}(G)}
$$

for all $u \in H_{a}^{l+2 m}(G)$. Combining this inequality with Sobolev's embedding theorem and Riesz' theorem on the general form of a continuous linear functional on a Hilbert space, we see that $S_{a}^{l+2 m}(G)$ is a closed subspace of finite codimension in $H_{a}^{l+2 m}(G)$.

On the other hand, it follows from Lemma 2.1 that $\mathbf{B}_{i \mu}^{2} u \in H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$ for any $u \in$ $S_{a}^{l+2 m}(G), a>0$. Since the functions $\mathbf{B}_{i \mu}^{0} u$ and $\mathbf{B}_{i \mu}^{1} u$ belong to $H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$ for any $a \in \mathbb{R}$ and $u \in S_{a}^{l+2 m}(G)$ (and even for any $u \in H_{a}^{l+2 m}(G)$ ), it follows that

$$
\{\mathbf{P} u, \mathbf{B} u\} \in \mathcal{H}_{a}^{l}(G, \Upsilon) \quad \text { for any } \quad u \in S_{a}^{l+2 m}(G), a>0
$$

Thus, there exists a finite-dimensional space $\mathcal{R}_{a}^{l}(G, \Upsilon)$ (which is naturally embedded in the product

$$
\{0\} \times \prod_{i, \mu} H_{a^{\prime}}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right),
$$

$\left.a^{\prime}>l+2 m-1\right)$ such that $\mathcal{H}_{a}^{l}(G, \Upsilon) \cap \mathcal{R}_{a}^{l}(G, \Upsilon)=\{0\}$ and

$$
\{\mathbf{P} u, \mathbf{B} u\} \in \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon) \quad \text { for all } \quad u \in H_{a}^{l+2 m}(G), \quad a>0
$$

Therefore, we can introduce the bounded operator

$$
\mathbf{L}_{a}=\{\mathbf{P}, \mathbf{B}\}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon), \quad a>0
$$

Clearly, here we can set $\mathcal{R}_{a}^{l}(G, \Upsilon)=\{0\}$ if $a>l+2 m-1$.

Theorem 6.1. Let $a>0$ and let the line $\operatorname{Im} \lambda=a+1-l-2 m$ contain no eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$. In this case, the operator $\mathbf{L}_{a}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$ has the Fredholm property.

Conversely, let the operator

$$
\mathbf{L}_{a}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)
$$

have the Fredholm property. In this case, the line $\operatorname{Im} \lambda=a+1-l-2 m$ contains no eigenvalues of either of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$.

Note that, if $f \in \mathcal{H}_{a}^{l}(G, \Upsilon)$, then $\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)}=\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)}$. Combining this fact with Theorem 6.1 and with Riesz' theorem on the general form of continuous linear functionals on Hilbert spaces, we obtain the following result.

Corollary 6.1. Let $a>0$ and let the line $\operatorname{Im} \lambda=a+1-l-2 m$ contain no eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$. Then there exist functions $f^{q} \in \mathcal{H}_{a}^{l}(G, \Upsilon), q=1, \ldots, q_{1}$, such that problem (1.7), (1.8) admits a solution $u \in H_{a}^{l+2 m}(G)$ if the right-hand side $f$ of problem (1.7), (1.8) belongs to $\mathcal{H}_{a}^{l}(G, \Upsilon)$ and

$$
\left(f, f^{q}\right)_{\mathcal{H}_{a}^{l}(G, \Upsilon)}=0, \quad q=1, \ldots, q_{1}
$$

Corollary 6.1 shows that, generally, the inclusion $u \in H_{a}^{l+2 m}(G)$ for $0<a \leqslant l+2 m-1$ does not imply the inclusion $\mathbf{L}_{a} u \in \mathcal{H}_{a}^{l}(G, \Upsilon)$; however, if we impose finitely many orthogonality conditions on the right-hand side $f \in \mathcal{H}_{a}^{l}(G, \Upsilon)$, then problem (1.7), (1.8) admits a solution $u \in H_{a}^{l+2 m}(G)$.

### 6.2. Proof of the Main Result

### 6.2.1. Proof of Theorem 6.1. Sufficiency.

Lemma 6.1. The kernel of the operator $\mathbf{L}_{a}$ is finite-dimensional.
Proof. Note that $H_{a}^{l+2 m}(G) \subset H_{a^{\prime}}^{l+2 m}(G)$ for $a \leqslant a^{\prime}$. Thus, the lemma can be proved in the same way as Lemma 4.3.

Let us proceed by constructing a right regularizer for the operator $\mathbf{L}_{a}$.
As was mentioned above, the functions $\mathbf{B}_{i \mu}^{0} u$ and $\mathbf{B}_{i \mu}^{1} u$ belong to $H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$ for any $u \in H_{a}^{l+2 m}(G)$ and $a \in \mathbb{R}$. Therefore, we can introduce the bounded operator

$$
\mathbf{L}_{a}^{1}=\{\mathbf{P}, \mathbf{C}\}: H_{a}^{l+2 m}(G) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon)
$$

In $[16, \S 3]$ it was proved that one can find a bounded operator $\mathbf{R}_{a, 1}: \mathcal{H}_{a}^{l}(G, \Upsilon) \rightarrow H_{a}^{l+2 m}(G)$ and a compact operator $\mathbf{T}_{a, 1}: \mathcal{H}_{a}^{l}(G, \Upsilon) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon)$ such that

$$
\begin{equation*}
\mathbf{L}_{a}^{1} \mathbf{R}_{a, 1}=\mathbf{I}_{a}+\mathbf{T}_{a} \tag{6.2}
\end{equation*}
$$

where $\mathbf{I}_{a}$ stands for the identity operator in $\mathcal{H}_{a}^{l}(G, \Upsilon)$.
Further, it follows from Theorem 2.3 that, for any sufficiently small number $\varepsilon>0$, there exist bounded operators

$$
\begin{aligned}
\mathbf{R}_{a, \mathcal{K}}^{\prime} & :\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{H}_{a}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} \\
\mathbf{M}_{a, \mathcal{K}}^{\prime}, \mathbf{T}_{a, \mathcal{K}}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{H}_{a}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} & \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon)
\end{aligned}
$$

such that $\left\|\mathbf{M}_{a, \mathcal{K}}^{\prime} f^{\prime}\right\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon$, the operator $\mathbf{T}_{a, \mathcal{K}}^{\prime}$ is compact, and

$$
\mathbf{L}_{a}^{1} \mathbf{R}_{a, \mathcal{K}}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\mathbf{M}_{a, \mathcal{K}}^{\prime} f^{\prime}+\mathbf{T}_{a, \mathcal{K}}^{\prime} f^{\prime}
$$

For any $f^{\prime}$ such that $\left\{0, f^{\prime}\right\} \in \mathcal{H}_{a}^{l}(G, \Upsilon)$, we set

$$
\begin{equation*}
\mathbf{R}_{a, 1}^{\prime} f^{\prime}=\mathbf{R}_{a, \mathcal{K}}^{\prime}\left(\psi^{\prime} f^{\prime}\right)+\sum_{j=1}^{J} \mathbf{R}_{0 j}^{\prime}\left(\psi_{j}^{\prime} f^{\prime}\right) \tag{6.3}
\end{equation*}
$$

where the functions $\psi^{\prime}, \psi_{j}^{\prime}$ and the operators $\mathbf{R}_{0 j}^{\prime}$ are the same as in 4.2.
By using Theorem 2.3, one can immediately show that

$$
\begin{equation*}
\mathbf{L}_{a}^{1} \mathbf{R}_{a, 1}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\mathbf{M}_{a, 1}^{\prime} f^{\prime}+\mathbf{T}_{a, 1}^{\prime} f^{\prime} \tag{6.4}
\end{equation*}
$$

Here $\mathbf{M}_{a, 1}^{\prime}, \mathbf{T}_{a, 1}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \mathcal{H}_{a}^{l}(G, \Upsilon)\right\} \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon)$ are bounded operators such that $\left\|\mathbf{M}_{a, 1}^{\prime} f^{\prime}\right\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon$ and the operator $\mathbf{T}_{a, 1}^{\prime}$ is compact.

Let us construct a right regularizer for problem (1.7), (1.8) with nonzero $\mathbf{B}_{i \mu}^{2}$ in weighted spaces by using the operators $\mathbf{R}_{a, 1}$ and $\mathbf{R}_{a, 1}^{\prime}$.

For $a>0$, we introduce the set
$\mathcal{S}_{a}^{l}(G, \Upsilon)=\left\{f \in \mathcal{H}_{a}^{l}(G, \Upsilon):\right.$ the functions $\Phi=\mathbf{B}^{2} \mathbf{R}_{a, 1} f$ and $\mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi$ satisfy conditions (4.2) $\}$.
We claim that $\mathcal{S}_{a}^{l}(G, \Upsilon)$ is a closed subspace of finite codimension in $\mathcal{H}_{a}^{l}(G, \Upsilon)$. Indeed, by using inequality (1.5), we obtain

$$
\begin{equation*}
\left\|\Phi_{i \mu}\right\|_{W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)} \leqslant k_{1}\left\|\mathbf{R}_{a, 1} f\right\|_{W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right)} \leqslant k_{2}\left\|\mathbf{R}_{a, 1} f\right\|_{H_{a}^{l+2 m}(G)} \leqslant k_{3}\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)} \tag{6.5}
\end{equation*}
$$

Since the function $\Phi_{i \mu}$ satisfies conditions (4.2), it follows from (6.5) and from Lemma 2.1 that $\Phi_{i \mu} \in H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)$ and

$$
\begin{equation*}
\left\|\Phi_{i \mu}\right\|_{H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)} \leqslant k_{4}\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)} \tag{6.6}
\end{equation*}
$$

Therefore, the expression $\mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi$ is well defined. Similarly, using (6.6) and (4.2), we obtain

$$
\begin{align*}
\left\|\left[\mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi\right]_{i \mu}\right\|_{W^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)} \leqslant k_{5}\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)}  \tag{6.7}\\
\left\|\left[\mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi\right]_{i \mu}\right\|_{H_{a}^{l+2 m-m_{i \mu}-1 / 2}\left(\Upsilon_{i}\right)} \leqslant k_{6}\|f\|_{\mathcal{H}_{a}^{l}(G, \Upsilon)} \tag{6.8}
\end{align*}
$$

where $[\cdot]_{i \mu}$ stands for the corresponding component of the vector.
It follows from (6.5) and (6.7), from Sobolev's embedding theorem, and from Riesz' theorem on the general form of continuous linear functionals on Hilbert spaces that $\mathcal{S}_{a}^{l}(G, \Upsilon)$ is a closed subspace of finite codimension in $\mathcal{H}_{a}^{l}(G, \Upsilon)$. Hence,

$$
\begin{equation*}
\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)=\mathcal{S}_{a}^{l}(G, \Upsilon) \oplus \hat{\mathcal{R}}_{a}^{l}(G, \Upsilon) \tag{6.9}
\end{equation*}
$$

where $\hat{\mathcal{R}}_{a}^{l}(G, \Upsilon)$ is some finite-dimensional space. We can now prove the following result.
Lemma 6.2. Let $a>0$ and let the line $\operatorname{Im} \lambda=a+1-l-2 m$ contain no eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$. Then one can find a bounded operator

$$
\mathbf{R}_{a}: \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon) \rightarrow H_{a}^{l+2 m}(G)
$$

and a compact operator

$$
\mathbf{T}_{a}: \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)
$$

such that

$$
\begin{equation*}
\mathbf{L R}=\hat{\mathbf{I}}_{a}+\mathbf{T}_{a} \tag{6.10}
\end{equation*}
$$

where $\hat{\mathbf{I}}_{a}$ stands for the identity operator in $\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$.
Proof. 1. Set $\Phi=\mathbf{B}^{2} \mathbf{R}_{a, 1} f$, where $f \in \mathcal{S}_{a}^{l}(G, \Upsilon)$. It follows from (6.6) and (6.8) that the functions $\{0, \Phi\}$ and $\left\{0, \mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi\right\}$ belong to $\mathcal{H}_{a}^{l}(G, \Upsilon)$. Therefore, the functions $\Phi$ and $\mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi$ belong to the domain of the operator $\mathbf{R}_{a, 1}^{\prime}$, and we can introduce the bounded operator

$$
\mathbf{R}_{a, \mathcal{S}}: \mathcal{S}_{a}^{l}(G, \Upsilon) \rightarrow H_{a}^{l+2 m}(G) \quad \text { by setting } \quad \mathbf{R}_{a, \mathcal{S}} f=\mathbf{R}_{a, 1} f-\mathbf{R}_{a, 1}^{\prime} \Phi+\mathbf{R}_{a, 1}^{\prime} \mathbf{B}^{2} \mathbf{R}_{a, 1}^{\prime} \Phi
$$

As in the proof of Lemma 4.2, using relations (6.2) and (6.4), one can show that

$$
\mathbf{L}_{a} \mathbf{R}_{a, \mathcal{S}}=\mathbf{I}_{a, \mathcal{S}}+M+T
$$

where $\mathbf{I}_{a, \mathcal{S}}, M, T: \mathcal{S}_{a}^{l}(G, \Upsilon) \rightarrow \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$ are bounded operators such that $\mathbf{I}_{a, \mathcal{S}} f=f$, $\|M\| \leqslant c \varepsilon(c>0$ does not depend on $\varepsilon)$, and $T$ is compact.
2. Due to (6.9), the subspace $\mathcal{S}_{a}^{l}(G, \Upsilon)$ is of finite codimension in $\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$. Therefore, the operator $\mathbf{I}_{a, \mathcal{S}}$ has the Fredholm property. By Theorems 16.2 and 16.4 in [28], the operator $\mathbf{I}_{a, \mathcal{S}}+M+T$ also has the Fredholm property if $\varepsilon$ is sufficiently small. It follows from Theorem 15.2 in [28] that one can find a bounded operator $\tilde{\mathbf{R}}_{a}$ and a compact operator $\mathbf{T}_{a}$ acting from the space $\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$ to $\mathcal{S}_{a}^{l}(G, \Upsilon)$ and to $\mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon)$, respectively, which satisfy $\left(\mathbf{I}_{a, \mathcal{S}}+M+T\right) \tilde{\mathbf{R}}_{a}=\hat{\mathbf{I}}_{a}+\mathbf{T}_{a}$. Set

$$
\mathbf{R}_{a}=\mathbf{R}_{a, \mathcal{S}} \tilde{\mathbf{R}}_{a}: \mathcal{H}_{a}^{l}(G, \Upsilon) \oplus \mathcal{R}_{a}^{l}(G, \Upsilon) \rightarrow H_{a}^{l+2 m}(G)
$$

this yields (6.10) and completes the proof of Lemma 6.2.
By Theorem 15.2 in [28] and by Lemma 6.2, the image of the operator $\mathbf{L}_{a}, a>0$, is closed and of finite codimension. Combining this fact with Lemma 6.1 proves the sufficiency part of Theorem 6.1.

### 6.2.2. Proof of Theorem 6.1. Necessity.

Lemma 6.3. Let $a>0$ and let the line $\operatorname{Im} \lambda=a+1-l-2 m$ contain an eigenvalue of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p$. Then the image of $\mathbf{L}_{a}$ is not closed.

Proof. 1. Assume that, to the orbit $\mathrm{Orb}_{p}$, there corresponds a model problem of the form (1.18), (1.19) in the angles $K_{j}=K_{j}^{p}$ with the sides $\gamma_{j \sigma}=\gamma_{j \sigma}^{p}, j=1, \ldots, N=N_{1 p}, \sigma=1,2$.

For any $d>0$, we introduce the spaces

$$
\mathcal{H}_{a}^{l}\left(K_{j}^{d}, \gamma_{j}^{d}\right)=H_{a}^{l}\left(K_{j}^{d}\right) \times \prod_{\sigma=1,2} \prod_{\mu=1}^{m} H_{a}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{d}\right), \quad \mathcal{H}_{a}^{l, N}\left(K^{d}, \gamma^{d}\right)=\prod_{j=1}^{N} \mathcal{H}_{a}^{l}\left(K_{j}^{d}, \gamma_{j}^{d}\right)
$$

Set $d_{1}=\min \left\{\chi_{j \sigma k s}, 1\right\} / 2, d_{2}=2 \max \left\{\chi_{j \sigma k s}, 1\right\}$, and $d=d(\varepsilon)=2 d_{2} \varepsilon$.
Assume that the image of $\mathbf{L}_{a}$ is closed. Then, as in the proof of Lemma 4.4, one can apply Lemma 6.1, the compactness of the embedding $H_{a}^{l+2 m}(G) \subset H_{a}^{l+2 m-1}(G)$, and Theorem 7.1 in [28] to show that

$$
\begin{equation*}
\|U\|_{H_{a}^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant c\left(\left\|\mathcal{L}_{p} U\right\|_{\mathcal{H}_{a}^{l, N}\left(K^{2 \varepsilon}, \gamma^{2 \varepsilon}\right)}+\sum_{j=1}^{N}\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{H_{a}^{l}\left(K_{j}^{d}\right)}+\|U\|_{H_{a}^{l+2 m-1, N}\left(K^{d}\right)}\right) \tag{6.11}
\end{equation*}
$$

for any $U \in H_{a}^{l+2 m, N}\left(K^{d}\right)$ and for any sufficiently small $\varepsilon$.
2. Let $\lambda_{0}$ be an eigenvalue of $\tilde{\mathcal{L}}_{p}(\lambda)$ lying on the line $\operatorname{Im} \lambda=a+1-l-2 m$, and let $\varphi^{(0)}(\omega)$ be an eigenvector corresponding to the eigenvalue $\lambda_{0}$. According to Remark 2.1 in [29], the vector $\varphi^{(0)}(\omega)$ belongs to the space $W^{l+2 m, N}(-b, b)$, and it follows from Lemma 2.1 in [29] that

$$
\begin{equation*}
\mathcal{L}_{p} V^{0}=0, \tag{6.12}
\end{equation*}
$$

where $V^{0}=r^{i \lambda_{0}} \varphi^{(0)}(\omega)$.
Substitute the sequence $U^{\delta}=r^{\delta} V^{0} /\left\|r^{\delta} V^{0}\right\|_{H_{a}^{l+2 m, N}\left(K^{\varepsilon}\right)}, \delta>0$, into (6.11). Let $\delta$ tend to zero. As in the proof of Lemma 4.5, one can use relation (6.12) to show that the right-hand side of inequality (6.11) tends to zero while the left-hand side remains equal to one. This contradiction proves Lemma 6.3.

The other part of Theorem 6.1 follows from Lemma 6.3.

## 7. NONLOCAL PROBLEMS IN BOUNDED DOMAINS WHEN THE LINE $\operatorname{Im} \lambda=1-l-2 m$ CONTAINS AN EIGENVALUE OF $\tilde{\mathcal{L}}_{p}(\lambda)$

In the previous sections, we proved the Fredholm solvability and obtained the asymptotics of solutions of problem (1.7), (1.8) for the case in which the corresponding line in the complex plane contains no eigenvalues of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$. In this section, by using the results of Sec. 3, we study the case in which the line $\operatorname{Im} \lambda=1-l-2 m$ contains only the proper eigenvalue $\lambda_{0}=i(1-l-2 m)$ of the operators $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p \in\left\{1, \ldots, N_{1}\right\}$. In this case, the operator $\mathbf{L}: W^{l+2 m}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)$ fails to have the Fredholm property due to Theorem 4.1 (its image is not closed). For this reason, we assign to problem (1.7), (1.8) an operator acting on another space and prove that this operator has the Fredholm property.

### 7.1. Construction of a Right Regularizer When $\mathbf{B}_{i \mu}^{2}=0$

We study the nonlocal elliptic problem (1.7), (1.8) under the following condition.
Condition 7.1. The number $\lambda_{0}=i(1-l-2 m)$ is a proper eigenvalue of the operators $\tilde{\mathcal{L}}_{p}(\lambda)$, $p \in \Pi$, where $\Pi$ is a nonempty subset of the set $\left\{1, \ldots, N_{1}\right\}$. None of the eigenvalues $\lambda, \lambda \neq \lambda_{0}$, of the operators $\tilde{\mathcal{L}}_{p}(\lambda), p=1, \ldots, N_{1}$, belongs to the line $\operatorname{Im} \lambda=1-l-2 m$.

Introduce functions $\psi^{p} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\psi^{p}(y)=1$ for

$$
y \in \bigcup_{j=1}^{N_{1 p}} \mathcal{O}_{\varepsilon / 2}\left(g_{j}^{p}\right) \quad \text { and } \quad \operatorname{supp} \psi^{p} \subset \bigcup_{j=1}^{N_{1 p}} \mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) .
$$

Here $\varepsilon>0$ is assumed to be so small that $\mathcal{O}_{\varepsilon}\left(g_{j}^{p}\right) \subset \mathcal{V}\left(g_{j}^{p}\right)$. We also write

$$
\psi=1-\sum_{p=1}^{N_{1}} \psi^{p} .
$$

Let a vector $f^{p}=\left\{f_{j}^{p}, f_{j \sigma \mu}^{p}\right\}$ of the right-hand sides in problem (1.15), (1.16) correspond to a vector $\psi^{p} f=\left\{\psi^{p} f_{0}, \psi^{p} f_{i \mu}\right\}$ of the right-hand sides in problem (1.7), (1.8). Clearly, supp $f^{p} \subset \mathcal{O}_{\varepsilon}(0)$.

We introduce the space $\hat{\mathcal{S}}^{l}(G, \Upsilon)$ with the norm

$$
\begin{equation*}
\|f\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)}=\left(\|\psi f\|_{\mathcal{W}^{l}(G, \Upsilon)}^{2}+\sum_{p \in \Pi}\left\|f^{p}\right\|_{\hat{\mathcal{S}}^{l}\left(K^{p}, \gamma^{p}\right)}^{2}+\sum_{p \notin \Pi}\left\|f^{p}\right\|_{\mathcal{S}^{l}\left(K^{p}, \gamma^{p}\right)}^{2}\right)^{1 / 2} \tag{7.1}
\end{equation*}
$$
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According to Condition 7.1, the set of indices $\Pi$ is not empty; therefore, by Lemma 3.2, the set $\hat{\mathcal{S}}^{l}(G, \Upsilon)$ is not closed in the topology of $\mathcal{W}^{l}(G, \Upsilon)$.

On the other hand, it follows from Lemma 3.1 that, if $u \in W^{l+2 m}(G)$ satisfies the relations

$$
\begin{equation*}
\left.D^{\alpha} u\right|_{y=g_{j}^{p}}=0, \quad|\alpha| \leqslant l+2 m-2 ; p=1, \ldots, N_{1} ; j=1, \ldots, N_{1 p}, \tag{7.2}
\end{equation*}
$$

then $\{\mathbf{P} u, \mathbf{C} u\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$ (the operator $\mathbf{C}=\mathbf{B}^{0}+\mathbf{B}^{1}$ was defined in Sec. 4). Introduce the space

$$
S^{l+2 m}(G)=\left\{u \in W^{l+2 m}(G): u \text { satisfies relations }(7.2)\right\}
$$

and consider the operator

$$
\hat{\mathbf{L}}^{1}=\{\mathbf{P}, \mathbf{C}\}: S^{l+2 m}(G) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon) .
$$

By Lemma 3.1, the operator $\hat{\mathbf{L}}^{1}$ is bounded.
Lemma 7.1. Let Condition 7.1 hold. Then there exist a bounded operator

$$
\hat{\mathbf{R}}_{1}: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow S^{l+2 m}(G)
$$

and a compact operator

$$
\hat{\mathbf{T}}_{1}: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)
$$

such that

$$
\begin{equation*}
\hat{\mathbf{L}}^{1} \hat{\mathbf{R}}_{1}=\hat{\mathbf{I}}+\hat{\mathbf{T}}_{1}, \tag{7.3}
\end{equation*}
$$

where $\hat{\mathbf{I}}$ stands for the identity operator on the space $\hat{\mathcal{S}}^{l}(G, \Upsilon)$.
Proof. The proof is similar to that of Lemma 4.1 with the following modifications: (I) Theorem 2.1 (which is now applied to the orbits $\mathrm{Orb}_{p}, p \notin \Pi$ ) must be completed with Theorem 3.1 (applied to the orbits $\operatorname{Orb}_{p}, p \in \Pi$ ) and (II) Remark 2.1 must be taken into account.

$$
\text { 7.2. Construction of Right Regularizer when } \mathbf{B}_{i \mu}^{2} \neq 0
$$

Theorem 2.2, Remark 2.1, and Theorem 3.2 imply that, for any sufficiently small $\varepsilon>0$, there exist bounded operators

$$
\begin{aligned}
\hat{\mathbf{R}}_{\mathcal{K}}^{\prime} & :\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} \\
\hat{\mathbf{M}}_{\mathcal{K}}^{\prime}, \hat{\mathbf{T}}_{\mathcal{K}}^{\prime} & \rightarrow\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon), \operatorname{supp} f^{\prime} \subset \mathcal{O}_{2 \varepsilon}(\mathcal{K})\right\} \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)
\end{aligned}
$$

such that $\left\|\hat{\mathbf{M}}_{\mathcal{K}}^{\prime} f^{\prime}\right\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon$, the operator $\hat{\mathbf{T}}_{\mathcal{K}}^{\prime}$ is compact, and

$$
\hat{\mathbf{L}}^{1} \hat{\mathbf{R}}_{\mathcal{K}}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\hat{\mathbf{M}}_{\mathcal{K}}^{\prime} f^{\prime}+\hat{\mathbf{T}}_{\mathcal{K}}^{\prime} f^{\prime} .
$$

For any $f^{\prime}$ such that $\left\{0, f^{\prime}\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$, we set

$$
\hat{\mathbf{R}}_{1}^{\prime} f^{\prime}=\hat{\mathbf{R}}_{\mathcal{K}}^{\prime}\left(\psi^{\prime} f^{\prime}\right)+\sum_{j=1}^{J} \mathbf{R}_{0 j}^{\prime}\left(\psi_{j}^{\prime} f^{\prime}\right)
$$

where the functions $\psi^{\prime}$ and $\psi_{j}^{\prime}$ and the operators $\mathbf{R}_{0 j}^{\prime}$ are the same as in 4.2.
By using Theorems 2.2 and 3.2, one can directly show that

$$
\begin{equation*}
\hat{\mathbf{L}}^{1} \hat{\mathbf{R}}_{1}^{\prime} f^{\prime}=\left\{0, f^{\prime}\right\}+\hat{\mathbf{M}}_{1}^{\prime} f^{\prime}+\hat{\mathbf{T}}_{1}^{\prime} f^{\prime} \tag{7.4}
\end{equation*}
$$

Here $\hat{\mathbf{M}}_{1}^{\prime}, \hat{\mathbf{T}}_{1}^{\prime}:\left\{f^{\prime}:\left\{0, f^{\prime}\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)\right\} \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)$ are bounded operators satisfying the inequality $\left\|\hat{\mathbf{M}}_{1}^{\prime} f^{\prime}\right\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)} \leqslant c \varepsilon\left\|\left\{0, f^{\prime}\right\}\right\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)}$, where $c>0$ does not depend on $\varepsilon$, and the operator $\hat{\mathbf{T}}_{1}^{\prime}$ is compact.

Let us construct a right regularizer for problem (1.7), (1.8) with nonzero operator $\mathbf{B}_{i \mu}^{2}$ by using the operators $\hat{\mathbf{R}}_{1}$ and $\hat{\mathbf{R}}_{1}^{\prime}$. To this end, we need the following consistency condition.

Condition 7.2. For any $u \in S^{l+2 m}(G)$, we have $\left\{0, \mathbf{B}^{2} u\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$ and

$$
\left\|\left\{0, \mathbf{B}^{2} u\right\}\right\|_{\hat{\mathcal{S}}^{l}(G, \Upsilon)} \leqslant c\|u\|_{W^{l+2 m}(G)} .
$$

Remark 7.1. According to (1.5), the operator $\mathbf{B}^{2}$ corresponds to nonlocal terms whose support is outside the set $\mathcal{K}$. Therefore, if Condition 7.2 holds for the functions $u \in S^{l+2 m}(G)$, then it also holds for the functions $u \in W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right)$.

Remark 7.2. Example 1.1 shows how to achieve the validity of Condition 7.2.
Consider problem (1.9), (1.10) and assume in addition that the transformations $\Omega_{i s}$ in this problem satisfy condition (1.2) (which is a condition on the geometric structure of the transformations $\left.\Omega_{i s}\right)$. In this case, it follows from the continuity of $\Omega_{i s}$ that $\Omega_{i s}\left(\mathcal{O}_{\delta}(g)\right) \subset \mathcal{O}_{\varepsilon_{0} / 2}(\mathcal{K})$ for any $g \in \bar{\Upsilon}_{i} \cap \mathcal{K}$ if the number $\delta, \delta>0$, is sufficiently small. Therefore,

$$
\begin{equation*}
\mathbf{B}_{i \mu}^{2} u(y)=0 \quad \text { for } \quad y \in \mathcal{O}_{\delta}(\mathcal{K}) \tag{7.5}
\end{equation*}
$$

for any $u \in W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right)$ because $1-\zeta\left(\Omega_{i s}(y)\right)=0$ for $y \in \mathcal{O}_{\delta}(\mathcal{K})$. In this case, Condition 7.2 obviously holds.

One can replace condition (1.2) by the following condition: if $\Omega_{i s}(g) \notin \mathcal{K}$ (where $g \in \bar{\Upsilon}_{i} \cap \mathcal{K}$ ), then the coefficients of $B_{i \mu s}\left(y, D_{y}\right)$ have zeros of certain orders at the points $\Omega_{i s}(g)$. This also ensures that $\left\{0, \mathbf{B}^{2} u\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$ for any $u \in W^{l+2 m}\left(G \backslash \overline{\mathcal{O}_{\varkappa_{1}}(\mathcal{K})}\right)$. However, we do not study this issue in detail in this paper.

By Lemma 3.1 and Condition 7.2, we have

$$
\{\mathbf{P} u, \mathbf{B} u\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon) \quad \text { for all } u \in S^{l+2 m}(G)
$$

Therefore, the operator $\hat{\mathbf{L}}_{S}=\{\mathbf{P}, \mathbf{B}\}: S^{l+2 m}(G) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)$ is well defined and bounded, by Lemma 3.1 and Condition 7.2 again.

Lemma 7.2. Assume that Conditions 7.1 and 7.2 hold. Then there exist a bounded operator $\hat{\mathbf{R}}: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow S^{l+2 m}(G)$ and a compact operator $\hat{\mathbf{T}}: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)$ such that

$$
\begin{equation*}
\hat{\mathbf{L}}_{S} \hat{\mathbf{R}}=\hat{\mathbf{I}}+\hat{\mathbf{T}} . \tag{7.6}
\end{equation*}
$$

Proof. We set $\Phi=\mathbf{B}^{2} \hat{\mathbf{R}}_{1} f$, where $f=\left\{f_{0}, f^{\prime}\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$ and $\hat{\mathbf{R}}_{1}$ enters (7.3). According to Condition 7.2 , the functions $\Phi$ and $\mathbf{B}^{2} \hat{\mathbf{R}}_{1}^{\prime} \Phi$ belong to the domain of the operator $\hat{\mathbf{R}}_{1}^{\prime}$. Therefore, we can define the bounded operator $\hat{\mathbf{R}}_{\mathcal{S}}: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow S^{l+2 m}(G)$ by the formula

$$
\hat{\mathbf{R}}_{\mathcal{S}} f=\hat{\mathbf{R}}_{1} f-\hat{\mathbf{R}}_{1}^{\prime} \Phi+\hat{\mathbf{R}}_{1}^{\prime} \mathbf{B}^{2} \hat{\mathbf{R}}_{1}^{\prime} \Phi .
$$

As in the proof of Lemma 4.2, one can use relations (7.3) and (7.4) to show that

$$
\hat{\mathbf{L}}_{S} \hat{\mathbf{R}}_{\mathcal{S}}=\hat{\mathbf{I}}+M+T,
$$

where $M, T: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)$ are bounded operators such that $\|M\| \leqslant c \varepsilon$ (where $c>0$ does not depend on $\varepsilon$ ) and the operator $T$ is compact.

The operator $\hat{\mathbf{I}}+M: \hat{\mathcal{S}}^{l}(G, \Upsilon) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)$ is invertible for $\varepsilon \leqslant 1 /(2 c)$. Therefore, writing $\hat{\mathbf{R}}=\hat{\mathbf{R}}_{\mathcal{S}}(\hat{\mathbf{I}}+M)^{-1}$ and $\mathbf{T}=T(\hat{\mathbf{I}}+M)^{-1}$, one obtains (7.6) and completes the proof of Lemma 7.2.

### 7.3. Fredholm Solvability of Nonlocal Problems

Since the subspace $S^{l+2 m}(G)$ is of finite codimension in $W^{l+2 m}(G)$, there exists a finite-dimensional subspace $\mathcal{R}^{l}(G, \Upsilon)$ in $\mathcal{W}^{l}(G, \Upsilon)$ such that

$$
\{\mathbf{P} u, \mathbf{B} u\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon) \oplus \mathcal{R}^{l}(G, \Upsilon) \quad \text { for all } u \in W^{l+2 m}(G)
$$

Therefore, we can introduce the bounded operator

$$
\hat{\mathbf{L}}=\{\mathbf{P}, \mathbf{B}\}: W^{l+2 m}(G) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon) \oplus \mathcal{R}^{l}(G, \Upsilon)
$$

Theorem 7.1. Let Conditions 7.1 and 7.2 hold. Then the operator $\hat{\mathbf{L}}$ has the Fredholm property.
Proof. Lemmas 4.3 and 7.2 of this paper and Theorem 15.2 in [28] imply that the operator

$$
\hat{\mathbf{L}}_{S}: S^{l+2 m}(G) \rightarrow \hat{\mathcal{S}}^{l}(G, \Upsilon)
$$

has the Fredholm property. Since the domain $W^{l+2 m}(G)$ of the operator $\hat{\mathbf{L}}$ is an extension of the domain $S^{l+2 m}(G)$ of the operator $\hat{\mathbf{L}}_{S}$ by a finite-dimensional subspace and the operator $\hat{\mathbf{L}}$ coincides with the operator $\hat{\mathbf{L}}_{S}$ on $S^{l+2 m}(G)$, it follows that $\hat{\mathbf{L}}$ also has the Fredholm property. This proves Theorem 7.1.

## 8. ELLIPTIC PROBLEMS WITH HOMOGENEOUS NONLOCAL CONDITIONS

In this section, we study the operator corresponding to problem (1.7), (1.8) with homogeneous nonlocal conditions. By using the results of Sec. 7, we show that, if the line $\operatorname{Im} \lambda=1-l-2 m$ contains a proper eigenvalue only, then the operator under consideration can have the Fredholm property, in contrast to the operator $\mathbf{L}$. This turns out to depend on whether or not some algebraic relations among the operators $\mathbf{P}, \mathbf{B}^{0}$, and $\mathbf{B}^{1}$ hold at the points of the set $\mathcal{K}$.
8.1. Case in Which the Line $\operatorname{Im} \lambda=1-l-2 m$ Contains No Eigenvalues of $\tilde{\mathcal{L}}_{p}(\lambda)$

Introduce the space

$$
W_{B}^{l+2 m}(G)=\left\{u \in W^{l+2 m}(G): \mathbf{B} u=0\right\}
$$

Clearly, the space $W_{B}^{l+2 m}(G)$ is a closed subspace of $W^{l+2 m}(G)$. Consider the bounded operator $\mathbf{L}_{B}: W_{B}^{l+2 m}(G) \rightarrow W^{l}(G)$ given by

$$
\mathbf{L}_{B} u=\mathbf{P} u, \quad u \in W_{B}^{l+2 m}(G)
$$

To study problem (1.7), (1.8) with homogeneous nonlocal conditions, we impose the following assumptions on the operators $B_{i \mu s}\left(y, D_{y}\right)$ (see, e.g., $[22, \mathrm{Ch} .2, \S 1]$ ).

Condition 8.1. The system $\left\{B_{i \mu 0}\left(y, D_{y}\right)\right\}_{\mu=1}^{m}$ is normal on $\bar{\Upsilon}_{i}$ for any $i, i=1, \ldots, N_{0}$, and the orders of the operators $B_{i \mu s}\left(y, D_{y}\right)\left(s=0, \ldots, S_{i}\right)$ are less than of equal to $2 m-1$.

In this subsection, we prove the following result.
Theorem 8.1. Let Condition 4.1 hold. Then the operator $\mathbf{L}_{B}$ has the Fredholm property.
Let the line $\operatorname{Im} \lambda=1-l-2 m$ contain an improper eigenvalue $\lambda_{0}$ of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p$, and let Condition 8.1 hold. Then the image of the operator $\mathbf{L}_{B}$ is not closed (and therefore $\mathbf{L}_{B}$ fails to have the Fredholm property).

Let a model problem (1.18), (1.19) in the angles $K_{j}=K_{j}^{p}$ with the sides $\gamma_{j \sigma}=\gamma_{j \sigma}^{p}, j=$ $1, \ldots, N=N_{1 p}, \sigma=1,2$, correspond to the orbit $\operatorname{Orb}_{p}$.

The following lemma enables one to reduce nonlocal problems with nonhomogeneous nonlocal conditions to the corresponding problems with homogeneous conditions.

Lemma 8.1. Let Condition 8.1 hold. Then, for any $f_{j \sigma \mu} \in H_{a}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)$ such that $\operatorname{supp} f_{j \sigma \mu} \subset \mathcal{O}_{\varepsilon_{1}}(0)\left(\varepsilon_{1}>0\right.$ is fixed), there exists a function $V \in H_{a}^{l+2 m, N}(K)$ satisfying the conditions $\operatorname{supp} V \subset \mathcal{O}_{2 \varepsilon_{1}}(0)$ and

$$
\begin{gather*}
\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) V\right|_{\gamma_{j \sigma}}=f_{j \sigma \mu},  \tag{8.1}\\
\|V\|_{H_{a}^{l+2 m, N}(K)} \leqslant c_{\varepsilon_{1}} \sum_{j, \sigma, \mu}\left\|f_{j \sigma \mu}\right\|_{H_{a}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)}, \tag{8.2}
\end{gather*}
$$

where $c_{\varepsilon_{1}}>0$ does not depend on $f_{j \sigma \mu}$.
Proof. 1. As in the proof of Lemma 3.1 in [30] (which deals with differential operators with constant coefficients), one can construct functions $V_{j \sigma} \in H_{a}^{l+2 m}\left(K_{j}\right)$ such that

$$
\begin{gather*}
\left.B_{j \sigma \mu j 0}\left(y, D_{y}\right) V_{j \sigma}\right|_{\gamma_{j \sigma}}=f_{j \sigma \mu},  \tag{8.3}\\
\left\|V_{j \sigma}\right\|_{H_{a}^{l+2 m}\left(K_{j}\right)} \leqslant k_{2} \sum_{\mu=1}^{m}\left\|f_{j \sigma \mu}\right\|_{H_{a}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \tag{8.4}
\end{gather*}
$$

Since supp $f_{j \sigma \mu} \subset \mathcal{O}_{\varepsilon_{1}}(0)$, one can assume that $\operatorname{supp} V_{j \sigma} \subset \mathcal{O}_{2 \varepsilon_{1}}(0)$.
2. Write $\delta=\min \left|(-1)^{\sigma} b_{j}+\omega_{j \sigma k s} \pm b_{k}\right| / 2\left(j, k=1, \ldots, N ; \sigma=1,2 ; s=1, \ldots, S_{j \sigma k}\right)$ and introduce functions $\zeta_{j \sigma} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\zeta_{j \sigma}(\omega)=1$ for $\left|(-1)^{\sigma} b_{j}-\omega\right|<\delta / 2$ and $\zeta_{j \sigma}(\omega)=0$ for $\left|(-1)^{\sigma} b_{j}-\omega\right|>\delta$. Since the functions $\zeta_{j \sigma}$ are multipliers on the space $H_{a}^{l+2 m}\left(K_{j}\right)$, it follows from (8.3) and (8.4) that the function $V=\left(\zeta_{11} V_{11}+\zeta_{12} V_{12}, \ldots, \zeta_{N 1} V_{N 1}+\zeta_{N 2} V_{N 2}\right)$ satisfies conditions (8.1) and (8.2). This completes the proof of Lemma 8.1.

Remark 8.1. One cannot use similar arguments for Sobolev spaces because the functions $\zeta_{j \sigma}$ are not multipliers on the spaces $W^{l+2 m}\left(K_{j}\right)$. Moreover, it is possible to construct functions $f_{j \sigma \mu} \in$ $W^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)(j=1, \ldots, N ; \sigma=1,2 ; \mu=1, \ldots, m)$ such that none of the functions $V \in$ $W^{l+2 m, N}(K)$ satisfy conditions (8.1). This explains why the problem with homogeneous nonlocal conditions is not equivalent to the problem with nonhomogeneous conditions (i.e., the former can have the Fredholm property in contrast to the latter, see examples in Sec. 9).

As above, for any chosen orbit $\operatorname{Orb}_{p}$, we write $d_{1}=\min \left\{\chi_{j \sigma k s}, 1\right\} / 2, d_{2}=2 \max \left\{\chi_{j \sigma k s}, 1\right\}$, and $d=d(\varepsilon)=2 d_{2} \varepsilon$. The following result will be used below when studying the image of the operator $\mathbf{L}_{B}$ (cf. Lemma 4.4).

Lemma 8.2. Let Condition 8.1 hold, and let the image of $\mathbf{L}_{B}$ be closed. For each orbit $\operatorname{Orb}_{p}$, for any sufficiently small $\varepsilon$, and for any $U \in W^{l+2 m, N}\left(K^{d}\right)$ satisfying relations (3.8) and the conditions

$$
\begin{equation*}
\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U\right|_{\gamma_{j \sigma}^{2 \varepsilon}}=0 \quad(j=1, \ldots, N ; \sigma=1,2 ; \mu=1, \ldots, m), \tag{8.5}
\end{equation*}
$$

the following estimate holds: ${ }^{4}$

$$
\begin{equation*}
\|U\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant c \sum_{j=1}^{N}\left(\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{W^{l}\left(K_{j}^{d}\right)}+\left\|U_{j}\right\|_{H_{0}^{l+2 m-1}\left(K_{j}^{d}\right)}\right) . \tag{8.6}
\end{equation*}
$$

Proof. 1. Since the image of $\mathbf{L}_{B}$ is closed, it follows from Lemma 4.3, from the fact that the embedding $W^{l+2 m}(G) \subset W^{l+2 m-1}(G)$ is compact, and from Theorem 7.1 in [28] that

$$
\begin{equation*}
\|u\|_{W^{l+2 m}(G)} \leqslant c\left(\left\|\mathbf{P}\left(y, D_{y}\right) u\right\|_{W^{l}(G)}+\|u\|_{W^{l+2 m-1}(G)}\right) \tag{8.7}
\end{equation*}
$$

[^3]for all $u \in W_{B}^{l+2 m}(G)$. Let us substitute a function $u \in W_{B}^{l+2 m}(G)$ such that
$$
\operatorname{supp} u \subset \bigcup_{j=1}^{N_{1 p}} \mathcal{O}_{2 \varepsilon_{1}}\left(g_{j}^{p}\right), \quad 2 \varepsilon_{1}<\min \left\{\varepsilon_{0}, \varkappa_{1}\right\}
$$
into (8.7). By (1.5), we have $\mathbf{B}^{2} u=0$ for any function of this kind. Therefore, using Lemma 3.2 in $[22, \mathrm{Ch} .2]$, we see that, if $\varepsilon_{1}$ is sufficiently small, then the estimate
\[

$$
\begin{equation*}
\|U\|_{W^{l+2 m, N}(K)} \leqslant k_{1} \sum_{j=1}^{N}\left(\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{W^{l}\left(K_{j}\right)}+\left\|U_{j}\right\|_{W^{l+2 m-1}\left(K_{j}\right)}\right) \tag{8.8}
\end{equation*}
$$

\]

holds for any $U \in W^{l+2 m, N}(K)$ such that $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon_{1}}(0)$ and

$$
\begin{equation*}
\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) U\right|_{\gamma_{j \sigma}}=0 \quad(j=1, \ldots, N ; \sigma=1,2 ; \mu=1, \ldots, m) \tag{8.9}
\end{equation*}
$$

2. Let us show that, if $\varepsilon_{2}<\varepsilon_{1} d_{1}$ is sufficiently small, then the estimate (8.8) holds for all $U \in W^{l+2 m, N}(K)$ satisfying relations (3.8) and the conditions $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon_{2}}(0)$ and

$$
\begin{equation*}
\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U\right|_{\gamma_{j \sigma}}=0 \quad(j=1, \ldots, N ; \sigma=1,2 ; \mu=1, \ldots, m) \tag{8.10}
\end{equation*}
$$

We set $\Phi_{j \sigma \mu}=\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) U\right|_{\gamma_{j \sigma}}$; clearly,

$$
\begin{equation*}
\operatorname{supp} \Phi \subset \mathcal{O}_{\varepsilon_{2} / d_{1}}(0) \subset \mathcal{O}_{\varepsilon_{1}}(0) \tag{8.11}
\end{equation*}
$$

Let us choose some $a, 0<a<1$, and prove that

$$
\begin{equation*}
\left\|\Phi_{j \sigma \mu}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{2} \varepsilon_{2}^{1-a}\|U\|_{W^{l+2 m, N}(K)} \tag{8.12}
\end{equation*}
$$

It follows from (8.10), with regard to the fact that the trace operator in the weighted spaces in question is bounded, that it suffices to estimate the terms of the following type:

$$
\left(a_{\alpha}(y)-a_{\alpha}(0)\right) D^{\alpha} U_{j} \quad\left(|\alpha|=m_{j \sigma \mu}\right), \quad a_{\beta}(y) D^{\beta} U_{j} \quad\left(|\beta| \leqslant m_{j \sigma \mu}-1\right)
$$

where $a_{\alpha}$ and $a_{\beta}$ are infinitely differentiable functions. Using the assumptions concerning the support of $U_{j}$ and taking account of Lemma $3.3^{\prime}$ in [21] and Lemma 2.1, we obtain

$$
\begin{aligned}
\left\|\left(a_{\alpha}(y)-a_{\alpha}(0)\right) D^{\alpha} U_{j}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}}\left(K_{j}\right)} & \leqslant k_{3} \varepsilon_{2}^{1-a}\left\|\left(a_{\alpha}(y)-a_{\alpha}(0)\right) D^{\alpha} U_{j}\right\|_{H_{a-1}^{l+2 m-m_{j \sigma \mu}}\left(K_{j}\right)} \\
& \leqslant k_{4} \varepsilon_{2}^{1-a}\left\|D^{\alpha} U_{j}\right\|_{H_{a}^{l+2 m-m_{j \sigma \mu}\left(K_{j}\right)}} \leqslant k_{5} \varepsilon_{2}^{1-a}\left\|U_{j}\right\|_{W^{l+2 m}\left(K_{j}\right)}
\end{aligned}
$$

Similarly, using Lemma 2.1, we obtain

$$
\left\|a_{\beta}(y) D^{\beta} U_{j}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}}\left(K_{j}\right)} \leqslant k_{6} \varepsilon_{2}^{1-a}\left\|U_{j}\right\|_{H_{a-1}^{l+2 m-1}\left(K_{j}\right)} \leqslant k_{7} \varepsilon_{2}^{1-a}\left\|U_{j}\right\|_{W^{l+2 m}\left(K_{j}\right)}
$$

Thus, the estimate (8.12) is proved.
Further, by virtue of (8.11) and Lemma 8.1, there exists a function $V=\left(V_{1}, \ldots, V_{N}\right) \in$ $H_{0}^{l+2 m, N}(K)$ such that $\operatorname{supp} V \subset \mathcal{O}_{2 \varepsilon_{1}}(0)$ and

$$
\begin{gather*}
\left.\mathbf{B}_{j \sigma \mu}\left(y, D_{y}\right) V\right|_{\gamma_{j \sigma}}=\Phi_{j \sigma \mu}  \tag{8.13}\\
\|V\|_{H_{0}^{l+2 m, N}(K)} \leqslant c_{\varepsilon_{1}} \sum_{j, \sigma, \mu}\left\|\Phi_{j \sigma \mu}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \tag{8.14}
\end{gather*}
$$

where $c_{\varepsilon_{1}}$ does not depend on $\varepsilon_{2}$.
Estimating $U-V$ with the help of (8.8) and using inequalities (8.14) and (8.12), we obtain

$$
\begin{aligned}
\|U\|_{W^{l+2 m, N}(K)} \leqslant \| U & -V\left\|_{W^{l+2 m, N}(K)}+\right\| V \|_{W^{l+2 m, N}(K)} \\
& \leqslant k_{8} \sum_{j=1}^{N}\left(\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{W^{l}\left(K_{j}\right)}+\left\|U_{j}\right\|_{W^{l+2 m-1}\left(K_{j}\right)}+\varepsilon_{2}^{1-a}\left\|U_{j}\right\|_{W^{l+2 m}\left(K_{j}\right)}\right)
\end{aligned}
$$

Now, choosing a sufficiently small number $\varepsilon_{2}$, we obtain the estimate (8.8) for any $U \in W^{l+2 m, N}(K)$ such that relations (3.8) and (8.10) hold and $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon_{2}}(0)$.
3. Let us omit the assumption $\operatorname{supp} U \subset \mathcal{O}_{2 \varepsilon_{2}}(0)$ and prove that the estimate (8.6) holds for $\varepsilon<\varepsilon_{2} d_{1}$ and for any $U \in W^{l+2 m, N}\left(K^{d}\right)$ satisfying (3.8) and (8.5).

Introduce a function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\psi(y)=1$ for $|y| \leqslant \varepsilon$, $\operatorname{supp} \psi \subset \mathcal{O}_{2 \varepsilon}(0)$, and $\psi$ does not depend on the polar angle $\omega$.

Set $\Psi_{j \sigma \mu}=\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right)(\psi U)\right|_{\gamma_{j \sigma}} ;$ clearly,

$$
\begin{equation*}
\operatorname{supp} \Psi_{j \sigma \mu} \subset \mathcal{O}_{\varepsilon / d_{1}}(0) \subset \mathcal{O}_{\varepsilon_{2}}(0) \tag{8.15}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
\left\|\Psi_{j \sigma \mu}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{9} \sum_{k=1}^{N}\left(\left\|\mathcal{P}_{k}\left(D_{y}\right) U_{k}\right\|_{W^{l}\left(K_{k}^{d}\right)}+\left\|U_{k}\right\|_{H_{0}^{l+2 m-1}\left(K_{j}^{d}\right)}\right) \tag{8.16}
\end{equation*}
$$

Taking into account relations (8.5), we can represent the function $\Psi_{j \sigma \mu}$ as follows:

$$
\begin{equation*}
\Psi_{j \sigma \mu}=\sum_{k, s} \Psi_{j \sigma \mu k s}+\sum_{(k, s) \neq(j, 0)} J_{j \sigma \mu k s} \tag{8.17}
\end{equation*}
$$

where

$$
\begin{aligned}
\Psi_{j \sigma \mu k s} & =\left.\left(\left[B_{j \sigma \mu k s}\left(D_{y}\right), \psi\right] U_{k}\right)\left(\mathcal{G}_{j \sigma k s} y\right)\right|_{\gamma_{j \sigma}} \\
J_{j \sigma \mu k s} & =\left.\left(\psi\left(\mathcal{G}_{j \sigma k s} y\right)-\psi(y)\right)\left(B_{j \sigma \mu k s}\left(D_{y}\right) U_{k}\right)\left(\mathcal{G}_{j \sigma k s} y\right)\right|_{\gamma_{j \sigma}}
\end{aligned}
$$

( $[\cdot, \cdot]$ stands for the commutator).
Since the expression for $\Psi_{j \sigma \mu k s}$ contains derivatives of $U_{k}$ whose order is less than or equal to $m_{j \sigma \mu}-1$, it follows that

$$
\begin{equation*}
\left\|\Psi_{j \sigma \mu k s}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{10}\left\|U_{k}\right\|_{H_{0}^{l+2 m-1}\left(K_{k}^{d}\right)} \tag{8.18}
\end{equation*}
$$

Further, repeating the arguments in part 1 of the proof of Lemma 4.5, we obtain

$$
\begin{align*}
&\left\|J_{j \sigma \mu k s}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} \leqslant k_{11}\left(\left\|\mathcal{P}_{k}\left(D_{y}\right) U_{k}\right\|_{W^{l}\left(\left\{d_{1} \varepsilon / 2<|y|<2 d_{2} \varepsilon\right\}\right)}\right. \\
&\left.+\left\|U_{k}\right\|_{W^{l+2 m-1}\left(\left\{d_{1} \varepsilon / 2<|y|<2 d_{2} \varepsilon\right\}\right)}\right) \tag{8.19}
\end{align*}
$$

The estimate (8.16) follows now from (8.17), (8.18), and (8.19).
4. By virtue of (8.15) and Lemma 8.1 (applied to the operators $\mathcal{B}_{j \sigma \mu}\left(D_{y}\right)$ ), there exists a function $V=\left(V_{1}, \ldots, V_{N}\right) \in H_{0}^{l+2 m, N}(K)$ such that $\operatorname{supp} V \subset \mathcal{O}_{2 \varepsilon_{2}}(0)$ and

$$
\begin{equation*}
\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) V\right|_{\gamma_{j \sigma}}=\Psi_{j \sigma \mu} \tag{8.20}
\end{equation*}
$$

$$
\begin{equation*}
\|V\|_{H_{0}^{l+2 m, N}(K)} \leqslant k_{12} \sum_{j, \sigma, \mu}\left\|\Psi_{j \sigma \mu}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}\right)} . \tag{8.21}
\end{equation*}
$$

Estimating $\psi U-V$ with the help of (8.8), using Leibniz' formula and inequalities (8.21), (8.16), we obtain

$$
\begin{aligned}
&\|U\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant\|\psi U\|_{W^{l+2 m, N}(K)} \leqslant\|\psi U-V\|_{W^{l+2 m, N}(K)}+\|V\|_{W^{l+2 m, N}(K)} \\
& \leqslant k_{11} \sum_{j=1}^{N}\left(\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}\right\|_{W^{l}\left(K_{j}^{d}\right)}+\left\|U_{j}\right\|_{H_{0}^{l+2 m-1}\left(K_{j}^{d}\right)}\right) .
\end{aligned}
$$

This proves Lemma 8.2.
Lemma 8.2 enables us to prove that, if the $\operatorname{line} \operatorname{Im} \lambda=1-l-2 m$ contains an improper eigenvalue, then the operator $\mathbf{L}_{B}$ fails to have the Fredholm property, like $\mathbf{L}$.

Lemma 8.3. Let the line $\operatorname{Im} \lambda=1-l-2 m$ contain an improper eigenvalue $\lambda_{0}$ of the operator $\tilde{\mathcal{L}}_{p}(\lambda)$ for some $p$, and let Condition 8.1 hold. Then the image of $\mathbf{L}_{B}$ is not closed.

Proof. 1. Assume that the image of $\mathbf{L}_{B}$ is closed. Denote by $\varphi^{(0)}(\omega), \ldots, \varphi^{(\varkappa-1)}(\omega)$ an eigenvector and associated vectors corresponding to the eigenvalue $\lambda_{0}$ (see [23]). By Remark 2.1 in [29], the vectors $\varphi^{(k)}(\omega)$ belong to $W^{l+2 m, N}(-b, b)$ and satisfy the relations

$$
\begin{equation*}
\mathcal{P}_{j}\left(D_{y}\right) V_{j}^{k}=0, \quad \mathcal{B}_{j \sigma \mu}\left(D_{y}\right) V^{k}=0 \tag{8.22}
\end{equation*}
$$

where

$$
V^{k}=r^{i \lambda_{0}} \sum_{s=0}^{k} \frac{1}{s!}(i \log r)^{k} \varphi^{(k-s)}(\omega), \quad k=0, \ldots, \varkappa-1 .
$$

Since $\lambda_{0}$ is not a proper eigenvalue, it follows that the function $V^{k}(y)$ is not a polynomial vector for some $k \geqslant 0$. For simplicity, we assume that $V^{0}=r^{i \lambda_{0}} \varphi^{(0)}(\omega)$ is not a polynomial vector (the case in which $k>0$ can be treated in the similar way).

Let $\varepsilon$ and $d=d(\varepsilon)$ be the same constants as in Lemma 8.2. Consider the sequence

$$
U^{\delta}=r^{\delta} V^{0} /\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}
$$

The denominator is finite for any $\delta>0$; however, $\left\|r^{\delta} V^{0}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \rightarrow \infty$ as $\delta \rightarrow 0$ because $V^{0}$ is not a polynomial vector. Note that

$$
\left\|r^{\delta} V^{0}\right\|_{H_{0}^{l+2 m-1, N}\left(K^{d}\right)} \leqslant c
$$

where $c>0$ does not depend on $\delta \geqslant 0$, and therefore

$$
\begin{equation*}
\left\|U^{\delta}\right\|_{H_{0}^{l+2 m-1, N}\left(K^{d}\right)} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 \tag{8.23}
\end{equation*}
$$

By using (8.22), as in the proof of Lemma 4.5, one can show that

$$
\begin{gather*}
\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}^{\delta}\right\|_{W^{l}\left(K_{j}^{d}\right)} \rightarrow 0 \quad \text { as } \quad \delta \rightarrow 0,  \tag{8.24}\\
\left\|\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}^{3 \varepsilon}}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{3 \varepsilon}\right)} \rightarrow 0 \quad \text { as } \delta \rightarrow 0 . \tag{8.25}
\end{gather*}
$$

2. Introduce a function $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ such that $\psi(y)=1$ for $y \in \mathcal{O}_{2 \varepsilon}(0)$ and $\operatorname{supp} \psi \subset \mathcal{O}_{3 \varepsilon}(0)$.

Applying Lemma 8.1 to the operators $\mathcal{B}_{j \sigma \mu}\left(D_{y}\right)$ and to the functions $f_{j \sigma \mu}=\left.\psi \mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}}$ (note that $\left.\operatorname{supp} f_{j \sigma \mu} \subset \mathcal{O}_{3 \varepsilon}(0)\right)$, we obtain a function $W^{\delta} \in H_{0}^{l+2 m, N}(K)(\delta>0)$ such that $\operatorname{supp} W^{\delta} \subset \mathcal{O}_{6 \varepsilon}(0)$ and

$$
\begin{gather*}
\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) W^{\delta}\right|_{\gamma_{j \sigma}^{2 \varepsilon}}=\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}^{2 \varepsilon}},  \tag{8.26}\\
\left\|W^{\delta}\right\|_{H_{0}^{l+2 m, N}\left(K^{6 \varepsilon}\right)} \leqslant k_{1} \sum_{j, \sigma, \mu}\left\|\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}^{3 \varepsilon}}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{3 \varepsilon}\right)} . \tag{8.27}
\end{gather*}
$$

Moreover, the function $U^{\delta}-W^{\delta}$ satisfies relations (3.8); therefore, we can apply Lemma 8.2 to the function $U^{\delta}-W^{\delta}$. The estimate (8.6) and inequality (8.27), together with the fact that the embedding $H_{0}^{l+2 m}\left(K_{j}^{6 \varepsilon}\right) \subset W^{l+2 m}\left(K_{j}^{6 \varepsilon}\right)$ is bounded, implies

$$
\begin{array}{ll}
\left\|U^{\delta}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} \leqslant\left\|U^{\delta}-W^{\delta}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}+\left\|W^{\delta}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)} & \\
\leqslant k_{2} \sum_{j=1}^{N}\left(\left\|\mathcal{P}_{j}\left(D_{y}\right) U_{j}^{\delta}\right\|_{W^{l}\left(K_{j}^{d}\right)}+\sum_{\sigma, \mu}\left\|\left.\mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}\right|_{\gamma_{j \sigma}^{3 \varepsilon}}\right\|_{H_{0}^{l+2 m-m_{j \sigma \mu}-1 / 2}\left(\gamma_{j \sigma}^{3 \varepsilon}\right)}\right. \\
& \left.+\left\|U_{j}^{\delta}\right\|_{H_{0}^{l+2 m-1}\left(K_{j}^{d}\right)}\right) . \tag{8.28}
\end{array}
$$

However, relations (8.23)-(8.25) contradict the estimate (8.28) because $\left\|U^{\delta}\right\|_{W^{l+2 m, N}\left(K^{\varepsilon}\right)}=1$. This proves Lemma 8.3.

Proof of Theorem 8.1. The first part of Theorem 8.1 follows from Theorem 4.1. The other part follows from Lemma 8.3.
8.2. Case in Which the Line $\operatorname{Im} \lambda=1-l-2 m$ Contains the Proper Eigenvalue of $\tilde{\mathcal{L}}_{p}(\lambda)$

It remains to study the case in which the line $\operatorname{Im} \lambda=1-l-2 m$ contains the proper eigenvalue only. Let Condition 7.1 hold. We claim that the Fredholm property of the operator $\mathbf{L}_{B}$, for a chosen $l \geqslant 1$, is a consequence of the following condition.

Condition 8.2. For $l \geqslant 1$ and for any $p \in \Pi$, system (3.4) corresponding to the orbit $\mathrm{Orb}_{p}$ contains the operators $D^{\xi} \mathcal{P}_{j}\left(D_{y}\right)\left(|\xi|=l-1, j=1, \ldots, N=N_{1 p}\right)$.

Theorem 8.2. Suppose Conditions 7.1 and 7.2 hold. Then

1. The operator

$$
\mathbf{L}_{B}: W_{B}^{2 m}(G) \rightarrow L_{2}(G)
$$

has the Fredholm property;
2. If $l \geqslant 1$ and Condition 8.2 holds, then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2 m}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property;
2'. If $l \geqslant 1$ and if Condition 8.2 fails and Condition 8.1 holds, then the image of the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2 m}(G) \rightarrow W^{l}(G)
$$

is not closed (and, therefore, $\mathbf{L}_{B}$ fails to have the Fredholm property).
Proof. 1. By Lemma 4.3, the kernel of $\mathbf{L}_{B}$ is finite-dimensional. Let us study the image $\mathcal{R}\left(\mathbf{L}_{B}\right)$ of the operator $\mathbf{L}_{B}$.
2. Assume first that $l \geqslant 1$ and Condition 8.2 holds. We claim that the set

$$
\begin{equation*}
\left\{f_{0} \in W^{l}(G):\left\{f_{0}, 0\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)\right\} \tag{8.29}
\end{equation*}
$$

is a closed subset of finite codimension in $W^{l}(G)$. Indeed, let $\psi^{p}$ be the functions occurring in the definition of the space $\hat{\mathcal{S}}^{l}(G, \Upsilon)$ (see 7.1). Then some vector $\left\{f_{j}^{p}, 0\right\}$ of the right-hand sides in problem (1.15), (1.16) corresponds to the vector $\left\{\psi^{p} f_{0}, 0\right\}$ of the right-hand sides in problem (1.7), (1.8). Let $p \in \Pi$; clearly, $\mathcal{T}_{j \sigma \mu}\left\{f_{j}^{p}, 0\right\}=0$. Moreover, by Condition 8.2, relations (3.6) are absent. Thus, due to (7.1), the norm of the function $\left\{f_{0}, 0\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon)$ in $\hat{\mathcal{S}}^{l}(G, \Upsilon)$ is equivalent to the norm of $f_{0}$ in $W^{l}(G)$, while the set (8.29) is the subspace of $W^{l}(G)$ consisting of the functions satisfying relations (4.1).

Further, since $\hat{\mathcal{S}}^{l}(G, \Upsilon) \subset \hat{\mathcal{S}}^{l}(G, \Upsilon) \oplus \mathcal{R}^{l}(G, \Upsilon)$, it follows that the set

$$
\begin{equation*}
\left\{f_{0} \in W^{l}(G):\left\{f_{0}, 0\right\} \in \hat{\mathcal{S}}^{l}(G, \Upsilon) \oplus \mathcal{R}^{l}(G, \Upsilon)\right\} \tag{8.30}
\end{equation*}
$$

(which contains the set (8.29)) is also a close subset in $W^{l}(G)$ of finite codimension. On the other hand, $f_{0} \in \mathcal{R}\left(\mathbf{L}_{B}\right)$ if and only if $\left\{f_{0}, 0\right\} \in \mathcal{R}(\hat{\mathbf{L}})$, where $\hat{\mathbf{L}}$ is the operator defined in Sec. 7.3. Combining this with the fact that the operator $\hat{\mathbf{L}}$ has the Fredholm property, we see that the image of $\mathbf{L}_{B}$ is closed and of finite codimension.
3. Assume now that $l \geqslant 1$ and Condition 8.2 fails. Let us prove, using the results of Sec. 3, that the image of $\mathbf{L}_{B}$ is not closed. Suppose the contrary. Let $\mathcal{R}\left(\mathbf{L}_{B}\right)$ be closed.

Since Condition 8.2 fails, the set of conditions (3.6) is not empty. For some $j, \xi$, the norm (3.7) contains the corresponding term $\left\|\mathcal{T}_{j \xi} f\right\|_{H_{0}^{1}\left(\mathbb{R}^{2}\right)}$. Therefore, as follows from the proof of Lemma 3.2, there is a sequence $f^{\delta}=\left\{f_{j}^{\delta}, 0\right\} \in \hat{\mathcal{S}}^{l, N}(K, \gamma), \delta>0$, such that supp $f^{\delta} \subset \mathcal{O}_{\varepsilon}(0)$ and $f^{\delta}$ converges in $\mathcal{W}^{l, N}(K, \gamma)$ to $f^{0} \notin \hat{\mathcal{S}}^{l, N}(K, \gamma)$ as $\delta \rightarrow 0$.

By Lemma 3.5, for each $f^{\delta}$, there exists a function $U^{\delta} \in W^{l+2 m, N}\left(K^{d}\right)$ such that

$$
\begin{gather*}
\mathcal{P}_{j}\left(D_{y}\right) U_{j}^{\delta}=f_{j}^{\delta}, \quad \mathcal{B}_{j \sigma \mu}\left(D_{y}\right) U^{\delta}=0  \tag{8.31}\\
\left\|U^{\delta}\right\|_{H_{0}^{l+2 m-1, N}\left(K^{d}\right)} \leqslant c\left\|f^{\delta}\right\|_{\mathcal{W}^{l, N}(K, \gamma)} \tag{8.32}
\end{gather*}
$$

(where $c>0$ does not depend on $\delta$ ) and $U^{\delta}$ satisfies relations (3.8). By the second relation in (8.31) and relations (3.8), we can apply Lemma 8.2 to the function $U^{\delta}$. By using the estimate (8.6), the convergence of $f^{\delta}$ to $f^{0} \notin \hat{\mathcal{S}}^{l, N}(K, \gamma)$, and inequality (8.32), we arrive at a contradiction (cf. the proof of Lemma 4.5).
4. If $l=0$, then the set of conditions (3.6) is empty because these conditions occur for $l \geqslant 1$ only. As in part 2 of the proof, this implies the assertion of the theorem.

## 9. EXAMPLES OF NONLOCAL ELLIPTIC PROBLEMS IN SOBOLEV SPACES

In this section, we consider two examples illustrating the results of the research.

### 9.1. Example 1

### 9.1.1. A Problem with Nonhomogeneous Nonlocal Conditions. Let

$$
\partial G \backslash \mathcal{K}=\bigcup_{i=1}^{2} \Upsilon_{i},
$$

where $\Upsilon_{i}$ are open (in the topology of $\partial G$ ) smooth curves and $\mathcal{K}=\bar{\Upsilon}_{1} \cap \bar{\Upsilon}_{2}=\left\{g_{1}, g_{2}\right\}$, where $g_{1}$ and $g_{2}$ are the ends of the curves $\Upsilon_{1}$ and $\Upsilon_{2}$. We assume that, in some neighborhoods of the points $g_{1}, g_{2}$, the domain $G$ coincides with the plane angles of the same aperture $2 \omega_{0}, 0<2 \omega_{0}<2 \pi$. We consider the following nonlocal problem in the domain $G$ :

$$
\begin{align*}
\Delta u & =f_{0}(y) & (y \in G)  \tag{9.1}\\
\left.u\right|_{\Upsilon_{i}}+\left.b_{i} u\left(\Omega_{i}(y)\right)\right|_{\Upsilon_{i}} & =f_{i}(y) & \left(y \in \Upsilon_{i} ; i=1,2\right) \tag{9.2}
\end{align*}
$$

Here $b_{1}, b_{2} \in \mathbb{R}$, and $\Omega_{i}$ is an infinitely differentiable nondegenerate transformation taking a neighborhood $\mathcal{O}_{i}$ of the curve $\Upsilon_{i}$ onto $\Omega\left(\mathcal{O}_{i}\right)$ in such a way that $\Omega\left(\Upsilon_{i}\right) \subset G, \Omega_{i}\left(g_{j}\right)=g_{j}, j=1,2$, and the transformation $\Omega_{i}$ is the rotation of $\Upsilon_{i}$ through an angle of $\omega_{0}$ inwards $G$ (into the domain $G$ ) near the points $g_{1}$ and $g_{2}$ (see Fig. 9.1).

According to Remark 7.2, Condition 7.2 holds. Clearly, Condition 8.1 also holds.


Figure 9.1: Domain $G$ with the boundary $\partial G=\bar{\Upsilon}_{1} \cup \bar{\Upsilon}_{2}$.
One and the same model problem in the plane angle corresponds to each of the points $g_{1}$ and $g_{2}$ :

$$
\begin{align*}
\Delta U & =f_{0}(y) \quad(y \in K),  \tag{9.3}\\
\left.U\right|_{\gamma_{j}}+\left.b_{j} U\left(\mathcal{G}_{j} y\right)\right|_{\gamma_{j}} & =f_{j}(y) \quad\left(y \in \gamma_{j} ; j=1,2\right), \tag{9.4}
\end{align*}
$$

where $K=\left\{y \in \mathbb{R}^{2}: r>0,|\omega|<\omega_{0}\right\}, \gamma_{j}=\left\{y \in \mathbb{R}^{2}: r>0, \omega=(-1)^{j} \omega_{0}\right\}$, and

$$
\mathcal{G}_{j}=\left(\begin{array}{cc}
\cos \omega_{0} & (-1)^{j} \sin \omega_{0} \\
(-1)^{j+1} \sin \omega_{0} & \cos \omega_{0}
\end{array}\right)
$$

is the operator of rotation through an angle of $(-1)^{j+1} \omega_{0}$ about the origin, $j=1,2$.
The eigenvalue problem corresponding to problem (9.3), (9.4) is

$$
\begin{gather*}
\frac{d^{2} \varphi(\omega)}{d \omega^{2}}-\lambda^{2} \varphi(\omega)=0 \quad\left(|\omega|<\omega_{0}\right)  \tag{9.5}\\
\varphi\left(-\omega_{0}\right)+b_{1} \varphi(0)=0, \quad \varphi\left(\omega_{0}\right)+b_{2} \varphi(0)=0 \tag{9.6}
\end{gather*}
$$

Let us find the eigenvalues of problem (9.5), (9.6).
I. First, consider the case in which $\lambda \neq 0$. Substituting the general solution $\varphi(\omega)=c_{1} e^{\lambda \omega}+c_{2} e^{-\lambda \omega}$ of Eq. (9.5) into the nonlocal condition (9.6), we obtain the following system of equations for $c_{1}, c_{2}$ :

$$
\left(\begin{array}{cc}
e^{-\lambda \omega_{0}}+b_{1} & e^{\lambda \omega_{0}}+b_{1}  \tag{9.7}\\
e^{\lambda \omega_{0}}+b_{2} & e^{-\lambda \omega_{0}}+b_{2}
\end{array}\right)\binom{c_{1}}{c_{2}}=\binom{0}{0} .
$$

Equating the determinant of system (9.7) with zero, we obtain

$$
\left(e^{-\lambda \omega_{0}}-e^{\lambda \omega_{0}}\right)\left(e^{\lambda \omega_{0}}+e^{-\lambda \omega_{0}}+b_{1}+b_{2}\right)=0 .
$$

1. It follows from the equation $e^{-\lambda \omega_{0}}-e^{\lambda \omega_{0}}=0$ that

$$
\begin{equation*}
\lambda=\frac{\pi k}{\omega_{0}} i, \quad k \in \mathbb{Z} \backslash\{0\} \tag{9.8}
\end{equation*}
$$

2. Consider the equation $e^{\lambda \omega_{0}}+e^{-\lambda \omega_{0}}+b_{1}+b_{2}=0$. If $b_{1}+b_{2}=0$, then

$$
\begin{equation*}
\lambda=\frac{\pi / 2+\pi k}{\omega_{0}} i, \quad k \in \mathbb{Z} \tag{9.9}
\end{equation*}
$$

If $b_{1}+b_{2} \neq 0$, then
where $n \in \mathbb{Z}$. If $\left|b_{1}+b_{2}\right|=2$, we obtain the eigenvalues from the series (9.8).
II. Similarly, one can consider the case in which $\lambda=0$ and show that $\lambda=0$ is an eigenvalue of problem (9.5), (9.6) if and only if $b_{1}+b_{2}=-2$.

Let us study the special case in which $\omega_{0}=\pi / 2$ (this implies that $\partial G \in C^{\infty}$ ).
I. Let $\lambda \neq 0$.

1. Relation (9.8) implies the following purely imaginary eigenvalues with integral imaginary parts:

$$
\begin{equation*}
\lambda_{2 k}=2 k i, \quad k \in \mathbb{Z} \backslash\{0\} \tag{9.11}
\end{equation*}
$$

2. If $b_{1}+b_{2}=0$, then we obtain the following purely imaginary eigenvalues with integral imaginary parts from (9.9):

$$
\begin{equation*}
\lambda_{2 k+1}=(2 k+1) i, \quad k \in \mathbb{Z} \tag{9.12}
\end{equation*}
$$

If $b_{1}+b_{2} \neq 0$, then we obtain the following eigenvalues from (9.10):

$$
\lambda_{n}^{ \pm}= \begin{cases}\frac{2 \log \left(-\frac{b_{1}+b_{2}}{2} \pm \frac{\sqrt{\left(b_{1}+b_{2}\right)^{2}-4}}{2}\right)}{\pi}+4 n i \quad \text { for } \quad b_{1}+b_{2}<-2,  \tag{9.13}\\ \frac{ \pm 2 \arctan \frac{\sqrt{4-\left(b_{1}+b_{2}\right)^{2}}}{b_{1}+b_{2}}}{\pi} i+4 n i \\ \pm 2 \arctan \frac{\sqrt{4-\left(b_{1}+b_{2}\right)^{2}}}{b_{1}+b_{2}} \\ \pi & \text { for } \quad-2<b_{1}+b_{2}<0, \\ \frac{2 \log \left(\frac{b_{1}+b_{2}}{2} \pm \frac{\sqrt{\left(b_{1}+b_{2}\right)^{2}-4}}{2}\right)}{\pi}+(4 n+2) i & \text { for } \quad 0<b_{1}+b_{2}<2, \\ \frac{\text { for } \quad b_{1}+b_{2}>2,}{2}\end{cases}
$$

where $n \in \mathbb{Z}$. If $\left|b_{1}+b_{2}\right|=2$, then we obtain the eigenvalues from the series (9.11).
II. The number $\lambda_{0}=0$ is an eigenvalue of problem (9.5), (9.6) if and only if $b_{1}+b_{2}=-2$.

Let us consider the operator $\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)$ corresponding to problem (9.1), (9.2) with $\omega_{0}=\pi / 2$. It follows from (9.11)-(9.13) and from Theorem 4.1 that the following assertion holds.

Theorem 9.1. Suppose that $\omega_{0}=\pi / 2$. Let $l$ be even. Then the operator

$$
\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

has the Fredholm property if and only if $b_{1}+b_{2} \neq 0$.
Let $l$ be odd. Then the operator

$$
\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

fails to have the Fredholm property for any $b_{1}, b_{2} \in \mathbb{R}$.
Note that, if $l$ is even and $b_{1}=b_{2}=0$, then the operator $\mathbf{L}$ corresponding to the "local" boundary-value problem fails to have the Fredholm property (its image is not closed). However, if we add nonlocal terms with arbitrarily small coefficients $b_{1}$ and $b_{2}$ (such that $b_{1}+b_{2} \neq 0$ ) to the boundary-value conditions, then the problem obtains the Fredholm property.
9.1.2. A Problem with Homogeneous Nonlocal Conditions. Let us study problem (9.1), (9.2) with homogeneous nonlocal conditions for the case in which $\omega_{0}=\pi / 2$. Write

$$
W_{B}^{l+2}(G)=\left\{u \in W^{l+2}(G):\left.u\right|_{\Upsilon_{i}}+\left.b_{i} u\left(\Omega_{i}(y)\right)\right|_{\Upsilon_{i}}=0, i=1,2\right\}
$$

and introduce the corresponding operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ given by

$$
\mathbf{L}_{B} u=\Delta u, \quad u \in W_{B}^{l+2}(G)
$$

The Fredholm property of the operator $\mathbf{L}_{B}$ depends only on the eigenvalues of problem (9.5), (9.6) lying on the line $\operatorname{Im} \lambda=-(l+1), l \geqslant 0$. Thus, we must consider only the eigenvalues (9.11), (9.12) for $k \leqslant-1$ and the eigenvalues (9.13) for $\left|b_{1}+b_{2}\right|>2$ and $n \leqslant-1$. Clearly, the eigenvalues (9.13) for $\left|b_{1}+b_{2}\right|>2$ are improper because they are not purely imaginary. Let us find the values of the coefficients $b_{1}$ and $b_{2}$ for which the eigenvalues (9.11) and (9.12) are proper.

1. Consider the numbers $\lambda_{2 k}=2 k i, k=-1,-2, \ldots$, which are eigenvalues of problem (9.5), (9.6) for any $b_{1}$ and $b_{2}$. Let us show that $\lambda_{2 k}$ is a proper eigenvalue if and only if $b_{1}+b_{2} \neq 2(-1)^{k+1}$.

The eigenvector

$$
\varphi_{2 k}^{(0)}(\omega)=e^{i 2 k \omega}-e^{-i 2 k \omega}=2 i \sin (2 k \omega)
$$

corresponds to the eigenvalue $\lambda_{2 k}$ (for $b_{1}=b_{2}=(-1)^{k+1}$, there is another eigenvector $\psi_{2 k}^{(0)}(\omega)=$ $\left.e^{i 2 k \omega}+e^{-i 2 k \omega}=2 \cos (2 k \omega)\right)$. If an associate vector $\varphi_{2 k}^{(1)}$ exists, then it satisfies the equation

$$
\begin{equation*}
\frac{d^{2} \varphi_{2 k}^{(1)}(\omega)}{d \omega^{2}}+4 k^{2} \varphi_{2 k}^{(1)}(\omega)=4 i k \varphi_{2 k}^{(0)}(\omega) \quad(|\omega|<\pi / 2) \tag{9.14}
\end{equation*}
$$

and the nonlocal conditions (9.6). Substituting the general solution

$$
\varphi_{2 k}^{(1)}(\omega)=c_{1} e^{i 2 k \omega}+c_{2} e^{-i 2 k \omega}+\omega\left(e^{i 2 k \omega}+e^{-i 2 k \omega}\right)
$$

of Eq. (9.14) into nonlocal conditions (9.6), we obtain the following system of equations for $c_{1}$ and $c_{2}$ :

$$
\left(\begin{array}{ll}
(-1)^{k}+b_{1} & (-1)^{k}+b_{1} \\
(-1)^{k}+b_{2} & (-1)^{k}+b_{2}
\end{array}\right)\binom{c_{1}}{c_{2}}=\binom{\pi(-1)^{k}}{-\pi(-1)^{k}} .
$$

Clearly, this system is incompatible if and only if $b_{1}+b_{2} \neq 2(-1)^{k+1}$. Combining this observation with the fact that $r^{-2 k} \varphi_{2 k}^{(0)}(\omega)$ is a polynomial in $y_{1}$ and $y_{2}$ for $k=-1,-2, \ldots$, we see that $\lambda_{2 k}$ is a proper eigenvalue if and only if $b_{1}+b_{2} \neq 2(-1)^{k+1}$.
2. Consider the numbers $\lambda_{2 k+1}=(2 k+1) i, k=-1,-2, \ldots$, which are eigenvalues of problem (9.5), (9.6) if and only if $b_{1}+b_{2}=0$. Let us prove that the eigenvalues $\lambda_{2 k+1}$ are proper for $b_{1}+b_{2}=0$.

A unique (up to factor) eigenvector

$$
\varphi_{2 k+1}^{(0)}(\omega)=e^{i(2 k+1) \omega}+e^{-i(2 k+1) \omega}=2 i \sin ((2 k+1) \omega)
$$

corresponds to the eigenvalue $\lambda_{2 k+1}$. If an associate eigenvector $\varphi_{2 k+1}^{(1)}$ exists, then it satisfies the equation

$$
\begin{equation*}
\frac{d^{2} \varphi_{2 k+1}^{(1)}(\omega)}{d \omega^{2}}+(2 k+1)^{2} \varphi_{2 k+1}^{(1)}(\omega)=2 i(2 k+1) \varphi_{2 k+1}^{(0)}(\omega) \quad(|\omega|<\pi / 2) \tag{9.15}
\end{equation*}
$$

and the nonlocal conditions (9.6). Substituting the general solution

$$
\varphi_{2 k+1}^{(1)}(\omega)=c_{1} e^{i(2 k+1) \omega}+c_{2} e^{-i(2 k+1) \omega}+\omega\left(e^{i(2 k+1) \omega}-e^{-i(2 k+1) \omega}\right)
$$

of (9.15) into nonlocal conditions (9.6), we obtain the following system of equations for $c_{1}$ and $c_{2}$ :

$$
\left(\begin{array}{cc}
-i(-1)^{k}+b_{1} & i(-1)^{k}+b_{1} \\
i(-1)^{k}+b_{2} & -i(-1)^{k}+b_{2}
\end{array}\right)\binom{c_{1}}{c_{2}}=\binom{-i \pi(-1)^{k}}{-i \pi(-1)^{k}} .
$$

This system is clearly incompatible for $b_{1}+b_{2}=0$. This observation, together with the fact that $r^{-(2 k+1)} \varphi_{2 k+1}^{(0)}(\omega)$ is a polynomial in $y_{1}$ and $y_{2}$ for $k=-1,-2, \ldots$, implies that the eigenvalues $\lambda_{2 k+1}$ are proper for $b_{1}+b_{2}=0$.

Remark 9.1. When finding out whether or not an eigenvalue is proper, we used first associate vectors only. Obviously, we can continue this procedure and find an entire Jordan chain (see, e.g., Example 2.1 in [29]); however, we avoid this procedure here because already the existence of a first associate vector implies that the corresponding eigenvalue is improper.
I. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{2}(G) \rightarrow L_{2}(G)
$$

The line $\operatorname{Im} \lambda=-1$ contains either no eigenvalues of problem (9.5), (9.6) (for $b_{1}+b_{2} \neq 0$ ) or only the proper eigenvalue $\lambda_{-1}=-i$ (for $b_{1}+b_{2}=0$ ). Applying either Theorem $8.1\left(\right.$ for $\left.b_{1}+b_{2} \neq 0\right)$ or Theorem 8.2 (for $b_{1}+b_{2}=0$ ), we see that the operator

$$
\mathbf{L}_{B}: W_{B}^{2}(G) \rightarrow L_{2}(G)
$$

has the Fredholm property for any $b_{1}$ and $b_{2}$.
II. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)
$$

(a) Let $b_{1}+b_{2}>2$. Then the line $\operatorname{Im} \lambda=-2$ contains the proper eigenvalue $\lambda_{-2}=-2 i$ and the two improper eigenvalues

$$
\lambda_{-2}^{ \pm}=\frac{2 \log \left(\frac{b_{1}+b_{2}}{2} \pm \frac{\sqrt{\left(b_{1}+b_{2}\right)^{2}-4}}{2}\right)}{\pi}-2 i
$$

Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ fails to have the Fredholm property.
(b) Let $b_{1}+b_{2}=2$. Then the line $\operatorname{Im} \lambda=-2$ contains only the improper eigenvalue $\lambda_{-2}=-2 i$. Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ fails to have the Fredholm property.
(c) Let $b_{1}+b_{2}<2$. Then the line $\operatorname{Im} \lambda=-2$ contains only the proper eigenvalue $\lambda_{-2}=-2 i$. We must verify Condition 8.2. Differentiating the expression $U(y)+b_{j} U\left(\mathcal{G}_{j} y\right)$ with respect to $y_{2}$ twice and replacing the values of the corresponding function at the point $\mathcal{G}_{j} y$ by the values at $y$, we see that system (2.11) acquires the following form:

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U=\frac{\partial^{2} U}{\partial y_{2}^{2}}+b_{1} \frac{\partial^{2} U}{\partial y_{1}^{2}}, \quad \hat{\mathcal{B}}_{2}\left(D_{y}\right) U=\frac{\partial^{2} U}{\partial y_{2}^{2}}+b_{2} \frac{\partial^{2} U}{\partial y_{1}^{2}} .
$$

$\left(c_{1}\right)$ Let $b_{1} \neq b_{2}$. Then the operators $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ and $\hat{\mathcal{B}}_{2}\left(D_{y}\right) U$ are linearly independent, and therefore both of them enter system (3.4). Clearly, the operator $\Delta U$ does not enter this system because the system

$$
\mathcal{B}_{1}\left(D_{y}\right) U, \quad \hat{\mathcal{B}}_{2}\left(D_{y}\right) U, \quad \Delta U
$$

is linearly dependent. Hence, Condition 8.2 fails, and Theorem 8.2 implies that the operator

$$
\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)
$$

cannot have the Fredholm property.
$\left(c_{2}\right)$ Let $b_{1}=b_{2}$ (and therefore $b_{1}=b_{2}<1$ ). Then the operators $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ and $\hat{\mathcal{B}}_{2}\left(D_{y}\right) U$ coincide. Since $b_{1}<1$, it follows that the system

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U, \quad \Delta U
$$

is linearly independent and forms system (3.4). Hence, Condition 8.2 holds, and, by Theorem 8.2, the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ has the Fredholm property.

Thus, we have proved that the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ has the Fredholm property if and only if $b_{1}=b_{2}<1$.
III. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G) \quad \text { with even } \quad l, l \geqslant 2 .
$$

(a) Let $b_{1}+b_{2} \neq 0$. Then the line $\operatorname{Im} \lambda=-(l+1)$ contains no eigenvalues of problem (9.5), (9.6). Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ has the Fredholm property.
(b) Let $b_{1}+b_{2}=0$. Then the line $\operatorname{Im} \lambda=-(l+1)$ contains only the proper eigenvalue $\lambda_{-(l+1)}=$ $-(l+1) i$. In contrast to the case in which $l=0$, we must now verify Condition 8.2. Differentiating the expression $U(y)+b_{j} U\left(\mathcal{G}_{j} y\right)$ with respect to $y_{2}(l+1$ times $)$ and replacing the values of the corresponding function at the point $\mathcal{G}_{j} y$ by the values at $y$, we see that system (2.11) acquires the form

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U=\frac{\partial^{l+1} U}{\partial y_{2}^{l+1}}-b_{1} \frac{\partial^{l+1} U}{\partial y_{1}^{l+1}}, \quad \hat{\mathcal{B}}_{2}\left(D_{y}\right) U=\frac{\partial^{l+1} U}{\partial y_{2}^{l+1}}+b_{2} \frac{\partial^{l+1} U}{\partial y_{1}^{l+1}} .
$$

Since $b_{2}=-b_{1}$, only the operator $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ enters system (3.4).
Let us show that the system consisting of the operator $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ and the operators

$$
\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U \equiv \frac{\partial^{l+1} U}{\partial y_{1}^{\xi_{1}+2} \partial y_{2}^{\xi_{2}}}+\frac{\partial^{l+1} U}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}+2}}, \quad \xi_{1}+\xi_{2}=l-1,
$$

is linearly independent. To do this, to each derivative

$$
\frac{\partial^{l+1} U}{\partial y_{1}^{s} \partial y_{2}^{l+1-s}}, \quad s=0, \ldots, l+1
$$

we assign the vector $(0, \ldots, 0,1,0, \ldots, 0)$ of length $l+2$ such that its $(s+1)$ st component is equal to one and the other components are equal to zero. In this case, the operator $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ is assigned to the vector

$$
\begin{equation*}
\left(1,0, \ldots, 0,-b_{1}\right) \tag{9.16}
\end{equation*}
$$

and the operators $\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta, \xi_{1}=0, \ldots, l-1$, are assigned to the vectors

$$
\begin{equation*}
(0, \ldots, 1,0,1, \ldots, 0) \tag{9.17}
\end{equation*}
$$

such that their $\left(\xi_{1}+1\right)$ st and $\left(\xi_{1}+3\right)$ rd components are equal to one and the other components are equal to zero. Thus, we must show that the rank of the matrix

$$
A=\left(\begin{array}{cccccccc}
1 & 0 & 0 & 0 & \ldots & 0 & 0 & -b_{1} \\
1 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & 1
\end{array}\right)
$$

(of order $(l+1) \times(l+2)$ ) formed by the rows $(9.16),(9.17)$ is equal to $l+1$. Denote by $A^{\prime}$ the matrix obtained from $A$ by deleting the last column of $A$. Expanding the determinant of $A^{\prime}$ with respect to the first row, we see that $\operatorname{det} A^{\prime}=\operatorname{det} A_{l}$, where

$$
A_{l}=\left(\begin{array}{ccccccc}
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
1 & 0 & 1 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & \ldots & 1 & 0 & 1 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right)
$$

is a tridiagonal matrix of order $l \times l$. One can directly show by induction that

$$
\operatorname{det} A_{l}=\left\{\begin{array}{lll}
0 & \text { for } \quad l=2 n-1  \tag{9.18}\\
1 & \text { for } \quad l=4 n, \\
-1 & \text { for } \quad l=4 n-2,
\end{array}\right.
$$

where $n \geqslant 1$. It follows from (9.18) that $\left|\operatorname{det} A^{\prime}\right|=\left|\operatorname{det} A_{l}\right|=1$. Therefore, the system

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U, \quad \frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U, \xi_{1}+\xi_{2}=l-1
$$

is linearly independent, and Theorem 8.2 implies that the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ has the Fredholm property.

Thus, we have proved that the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ with even $l, l \geqslant 2$, has the Fredholm property for any $b_{1}$ and $b_{2}$.
IV. Finally, consider the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G) \quad \text { with odd } l, \quad l \geqslant 3
$$

Assume first that $l+1=4 n$ for some $n \geqslant 1$.
(a) Let $b_{1}+b_{2}<-2$. Then the line $\operatorname{Im} \lambda=-(l+1)=-4 n$ contains the proper eigenvalue $\lambda_{-4 n}=-4 n i$ and the two improper eigenvalues

$$
\lambda_{-4 n}^{ \pm}=\frac{2 \log \left(\frac{b_{1}+b_{2}}{2} \pm \frac{\sqrt{\left(b_{1}+b_{2}\right)^{2}-4}}{2}\right)}{\pi}-4 n i .
$$

Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ cannot have the Fredholm property.
(b) Let $b_{1}+b_{2}=-2$. Then the line $\operatorname{Im} \lambda=-(l+1)=-4 n$ contains only the improper eigenvalue $\lambda_{-4 n}=-4 n i$. Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ cannot have the Fredholm property.
(c) Let $b_{1}+b_{2}>-2$. Then the line $\operatorname{Im} \lambda=-(l+1)=-4 n$ contains only the proper eigenvalue $\lambda_{-2}=-4 n i$. We must verify Condition 8.2. Differentiating the expression $U(y)+b_{j} U\left(\mathcal{G}_{j} y\right)$ with respect to $y_{2}(l+1$ times $)$ and replacing the values of the corresponding function at the point $\mathcal{G}_{j} y$ by the values at $y$, we see that system (2.11) has the form

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U=\frac{\partial^{l+1} U}{\partial y_{2}^{l+1}}+b_{1} \frac{\partial^{l+1} U}{\partial y_{1}^{l+1}}, \quad \hat{\mathcal{B}}_{2}\left(D_{y}\right) U=\frac{\partial^{l+1} U}{\partial y_{2}^{l+1}}+b_{2} \frac{\partial^{l+1} U}{\partial y_{1}^{l+1}} .
$$

$\left(c_{1}\right)$ Let $b_{1} \neq b_{2}$. Then the operators $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ and $\hat{\mathcal{B}}_{2}\left(D_{y}\right) U$ are linearly independent, and therefore both of them are included in system (3.4). Let us show that the system

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U, \quad \hat{\mathcal{B}}_{2}\left(D_{y}\right) U, \quad \frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U, \quad \xi_{1}+\xi_{2}=l-1,
$$

is linearly dependent. (Note that, unlike the case in which $l=1$, this system now contains all the derivatives of $U$ of order $l+1$.) Since $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$ and $\hat{\mathcal{B}}_{2}\left(D_{y}\right) U$ are linearly independent, it suffices to show that the system

$$
\frac{\partial^{l+1} U}{\partial y_{2}^{l+1}}, \quad \frac{\partial^{l+1} U}{\partial y_{1}^{l+1}}, \quad \frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U, \quad \xi_{1}+\xi_{2}=l-1
$$

is linearly dependent. Let us consider the corresponding matrix

$$
A=\left(\begin{array}{cccccccc}
1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 1 & 0 & 1
\end{array}\right)
$$

of order $(l+2) \times(l+2)$. Decomposing the determinant of $A$ with respect to the first row and then decomposing the determinant of the resulting matrix with respect to the first row again, we see that $\operatorname{det} A=\operatorname{det} A_{l}$. Since $l$ is odd, it follows from (9.18) that $\operatorname{det} A=0$. Therefore, Condition 8.2 fails, and Theorem 8.2 implies that the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ is not Fredholm.
( $c_{2}$ ) Let $b_{1}=b_{2}$ (and therefore $b_{1}=b_{2}>-1$ ). Then system (3.4) contains only the operator $\hat{\mathcal{B}}_{1}\left(D_{y}\right) U$. Let us show that the system

$$
\hat{\mathcal{B}}_{1}\left(D_{y}\right) U, \quad \frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U, \quad \xi_{1}+\xi_{2}=l-1
$$

is linearly independent. Consider the corresponding matrix

$$
A=\left(\begin{array}{cccccccc}
1 & 0 & 0 & 0 & \ldots & 0 & 0 & b_{1} \\
1 & 0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & 1
\end{array}\right)
$$

of order $(l+1) \times(l+2)$. Deleting the second column from $A$, decomposing the determinant of the matrix thus obtained with respect to the first row, and using relation (9.18), we obtain

$$
\left|\begin{array}{ccccccc}
1 & 0 & 0 & \ldots & 0 & 0 & b_{1} \\
1 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & \ldots & 1 & 0 & 1
\end{array}\right|=1-b_{1}\left|\begin{array}{ccccccc}
1 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 \\
0 & 0 & 0 & \ldots & 1 & 0 & 1 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0
\end{array}\right|=1-b_{1} \operatorname{det} A_{l-1}=1+b_{1} \neq 0
$$

because $b_{1}>-1$. Therefore, Condition 8.2 holds, and Theorem 8.2 implies that the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property.
Thus, we have proved that the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ with $l+1=4 n, n \geqslant 1$, has the Fredholm property if and only if $b_{1}=b_{2}>-1$.

Similary, by using (9.18) and Theorem 8.2, one can show that the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

with $l+1=4 n+2, n \geqslant 1$, has the Fredholm property if and only if $b_{1}=b_{2}<1$.
The following theorem summarizes the results thus obtained.
Theorem 9.2. Let $l$ be even. Then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property for any $b_{1}, b_{2} \in \mathbb{R}$.
Let $l$ be odd and let $l=4 n+1$, where $n=0,1,2, \ldots$. Then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property if and only if $b_{1}=b_{2}<1$.
Let $l$ be odd and $l=4 n+3$, where $n=0,1,2, \ldots$. Then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property if and only if $b_{1}=b_{2}>-1$.
Note that, for $\omega_{0}=\pi / 2$ and $b_{1}=b_{2}=0$, we obtain the "local" Dirichlet problem in a smooth domain with homogeneous boundary conditions. In this case, as is well known, the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

corresponding to problem (9.1), (9.2) with homogeneous boundary conditions is invertible for any $l \geqslant 0$ rather than simply an operator with the Fredholm property.

### 9.2. Example 2

9.2.1. A Problem with Nonhomogeneous Nonlocal Conditions. Let $G \subset \mathbb{R}^{2}$ be a domain such that its boundary $\partial G \in C^{\infty}$ coincides outside the disks $B_{1 / 8}((i 4 / 3, j 4 / 3))(i, j=0,1)$ with the boundary of the square $(0,4 / 3) \times(0,4 / 3)$. We write $\Upsilon_{1}=\left\{y \in \partial G: y_{1}<1 / 3, y_{2}<1 / 3\right\}$, $\Upsilon_{2}=\left\{y \in \partial G: y_{1}>1, y_{2}>1\right\}, \Upsilon_{3}=\partial G \backslash\left(\bar{\Upsilon}_{1} \cup \bar{\Upsilon}_{2}\right)$. Thus, $\mathcal{K}=\left\{g_{1}, \ldots, g_{4}\right\}$, where $g_{1}=$ $(1 / 3,0), g_{2}=(0,1 / 3), g_{3}=(4 / 3,1), g_{4}=(1,4 / 3)$ (see Fig. 9.2).


Figure 9.2: Domain $G$ with smooth boundary $\partial G=\bar{\Upsilon}_{1} \cup \bar{\Upsilon}_{2} \cup \bar{\Upsilon}_{3}$.
We consider the following nonlocal elliptic problem in the domain $G$ :

$$
\begin{gather*}
\Delta u=f_{0}(y) \quad(y \in G),  \tag{9.19}\\
u(y)\left|\Upsilon_{i}+b_{i} u\left(y+h_{i}\right)\right| \Upsilon_{i}=f_{i}(y) \quad\left(y \in \Upsilon_{i} ; i=1,2\right),\left.\quad u(y)\right|_{\Upsilon_{3}}=f_{3}(y) \quad\left(y \in \Upsilon_{3}\right), \tag{9.20}
\end{gather*}
$$

where $h_{1}=(1,1), h_{2}=(-1,-1)$, and $b_{1}, b_{2} \in \mathbb{R}$. Clearly, $\mathcal{K}=\operatorname{Orb}_{1} \cup \operatorname{Orb}_{2}$, where the orbit Orb $_{1}$ consists of the points $g_{1}$ and $g_{3}=g_{1}+h_{1}$ and the orbit Orb ${ }_{2}$ consists of the points $g_{2}$ and $g_{4}=g_{2}+h_{2}$.

According to Remark 7.2, Condition 7.2 holds. Clearly, Condition 8.1 also holds.
Assume first that $b_{1}^{2}+b_{2}^{2} \neq 0$ (to be definite, we suppose that $b_{1} \neq 0$ ).
One and the same model problem in the plane angles corresponds to each of the orbits Orb $_{1}$ and $\mathrm{Orb}_{2}$,

$$
\begin{gather*}
\Delta U_{j}=f_{j}(y) \quad(y \in K),  \tag{9.21}\\
\left.U_{1}\right|_{\gamma_{1}}=f_{11}(y)\left(y \in \gamma_{1}\right),\left.\quad U_{1}\right|_{\gamma_{2}}+\left.b_{1} U_{2}(\mathcal{G} y)\right|_{\gamma_{2}}=f_{12}(y)\left(y \in \gamma_{2}\right),  \tag{9.22}\\
\left.U_{2}\right|_{\gamma_{1}}=f_{21}(y)\left(y \in \gamma_{1}\right),\left.\quad U_{2}\right|_{\gamma_{2}}+\left.b_{2} U_{1}(\mathcal{G} y)\right|_{\gamma_{2}}=f_{22}(y)\left(y \in \gamma_{2}\right) .
\end{gather*}
$$

Here $K=\left\{y \in \mathbb{R}^{2}: r>0,|\omega|<\pi / 2\right\}, \gamma_{j}=\left\{y \in \mathbb{R}^{2}: r>0, \omega=(-1)^{j} \pi / 2\right\}$, and

$$
\mathcal{G}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

is the operator of rotation through the angle of $-\pi / 2$.

The eigenvalue problem corresponding to problem (9.21), (9.22) has the following form:

$$
\begin{gather*}
\frac{d^{2} \varphi_{j}(\omega)}{d \omega^{2}}-\lambda^{2} \varphi_{j}(\omega)=0 \quad(|\omega|<\pi / 2 ; j=1,2)  \tag{9.23}\\
\varphi_{1}(-\pi / 2)=0, \quad \varphi_{1}(\pi / 2)+b_{1} \varphi_{2}(0)=0  \tag{9.24}\\
\varphi_{2}(-\pi / 2)=0, \quad \varphi_{2}(\pi / 2)+b_{2} \varphi_{1}(0)=0
\end{gather*}
$$

One can find the eigenvalues of problem (9.23), (9.24) by straightforward computations (see [19]). They are as follows:

$$
\begin{align*}
\lambda_{2 k} & =2 k i, \quad k \in \mathbb{Z} \backslash\{0\} & & \left(\text { for any } b_{1}, b_{2}, b_{1}^{2}+b_{2}^{2} \neq 0\right),  \tag{9.25}\\
\lambda_{2 k+1} & =(2 k+1) i, \quad k \in \mathbb{Z} & & \left(\text { for } b_{2}=0, b_{1} \neq 0\right), \tag{9.26}
\end{align*}
$$

and

$$
\lambda_{n}^{ \pm}= \begin{cases}\frac{2}{\pi} \log \left|\frac{\sqrt{-b_{1} b_{2}}}{2} \pm \frac{\sqrt{4-b_{1} b_{2}}}{2}\right|+(2 n+1) i & \text { for } \quad b_{1} b_{2}<0  \tag{9.27}\\ \left( \pm \frac{2}{\pi} \arctan \sqrt{4\left(b_{1} b_{2}\right)^{-1}-1}+2 n\right) i & \text { for } \quad 0<b_{1} b_{2}<4 \\ \frac{2}{\pi} \log \left(\frac{\sqrt{b_{1} b_{2}}}{2} \pm \frac{\sqrt{b_{1} b_{2}-4}}{2}\right)+2 n i & \text { for } \quad b_{1} b_{2} \geqslant 4\end{cases}
$$

where $n \in \mathbb{Z}$. If $b_{1} b_{2}=4$, then there is another eigenvalue, namely, $\lambda_{0}=0$.
Remark 9.2. If $b_{2}=0$, then we can consider another setting of a nonlocal problem which differs from problem (9.19), (9.20), namely,

$$
\begin{gather*}
\Delta u=f(y) \quad(y \in G), \quad u(y)\left|\Upsilon_{1}+b_{1} u\left(y+h_{1}\right)\right| \Upsilon_{1}=f_{1}(y) \quad\left(y \in \Upsilon_{1}\right),  \tag{9.28}\\
\left.u(y)\right|_{\bar{\Upsilon}_{2} \cup \Upsilon_{3}}=f_{2}(y) \quad\left(y \in \bar{\Upsilon}_{2} \cup \Upsilon_{3}\right) . \tag{9.29}
\end{gather*}
$$

In this case, $\mathcal{K}=\left\{g_{1}, g_{2}\right\}$ (note that Condition 7.2 fails here). Solutions of problem (9.28), (9.29) can have singularities only near the points $g_{1}$ and $g_{2}$, while solutions of problem (9.19), (9.20) can have singularities near the points $g_{1}, \ldots, g_{4}$.

To each of the points $g_{1}$ and $g_{2}$, the same model "local" problem corresponds, namely,

$$
\begin{gather*}
\Delta U_{1}=f_{1}(y) \quad(y \in K),  \tag{9.30}\\
\left.U_{1}\right|_{\gamma_{1}}=f_{1}(y)\left(y \in \gamma_{1}\right),\left.\quad U_{1}\right|_{\gamma_{2}}=f_{2}(y)\left(y \in \gamma_{2}\right) . \tag{9.31}
\end{gather*}
$$

The eigenvalues problem for problem (9.30), (9.31) has the following form:

$$
\begin{gather*}
\frac{d^{2} \varphi_{1}(\omega)}{d \omega^{2}}-\lambda^{2} \varphi_{1}(\omega)=0 \quad(|\omega|<\pi / 2)  \tag{9.32}\\
\varphi_{1}(-\pi / 2)=\varphi_{1}(\pi / 2)=0 \tag{9.33}
\end{gather*}
$$

The eigenvalues of problem (9.32), (9.33) are as follows:

$$
\begin{equation*}
\lambda_{k}=k i, \quad k \in \mathbb{Z} \backslash\{0\} . \tag{9.34}
\end{equation*}
$$

They coincide with the eigenvalues of problem (9.23), (9.24) for $b_{2}=0$. Therefore, according to Theorem 4.1, problem (9.28), (9.29) has the Fredholm property if and only if problem (9.19), (9.20) has the Fredholm property.

Let us consider the operator

$$
\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

corresponding to problem (9.19), (9.20). The following theorem results from (9.25)-(9.27) and from Theorem 4.1.

Theorem 9.3. Let $l$ be even. The operator $\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)$ has the Fredholm property if and only if $b_{1} b_{2}>0$.

Let l be odd. The operator

$$
\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)
$$

fails to have the Fredholm property for any $b_{1}, b_{2} \in \mathbb{R}$.
Note that Theorem 9.3 is proved under the assumption that $b_{1}^{2}+b_{2}^{2} \neq 0$; however, the operator $\mathbf{L}: W^{l+2}(G) \rightarrow \mathcal{W}^{l}(G, \Upsilon)$ (with $b_{1}=b_{2}=0$ ) corresponding to problem (9.19), (9.20) cannot have the Fredholm property either. This follows from the fact that, to each of the points $g_{1}, \ldots, g_{4} \in \mathcal{K}$, one assigns the model problem (9.32), (9.33) with the eigenvalues (9.34) lying on the lines $-(l+1)$, $l \geqslant 0$.
9.2.2. A Problem with Homogeneous Nonlocal Conditions. Let us study problem (9.19), (9.20) with homogeneous nonlocal conditions. Write

$$
W_{B}^{l+2}(G)=\left\{u \in W^{l+2}(G): u\left|\Upsilon_{i}+b_{i} u\left(y+h_{i}\right)\right| \Upsilon_{i}=0, i=1,2 ; u \mid \Upsilon_{3}=0\right\}
$$

and introduce the corresponding operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ by

$$
\mathbf{L}_{B} u=\Delta u, \quad u \in W_{B}^{l+2}(G)
$$

Assume first that $b_{1}^{2}+b_{2}^{2} \neq 0$ (to be definite, we again suppose that $b_{1} \neq 0$ ).
Remark 9.3. Problem (9.28), (9.29) with homogeneous nonlocal conditions is equivalent to problem (9.19), (9.20) with $b_{2}=0$. Hence, one need not study problem (9.28), (9.29) independently.

The Fredholm property of the operator $\mathbf{L}_{B}$ is related only to the eigenvalues of problem (9.23), (9.24) lying on the line $\operatorname{Im} \lambda=-(l+1), l \geqslant 0$. Thus, we must consider only the eigenvalues $\lambda_{2 k}$ and $\lambda_{2 k+1}\left(\right.$ for $\left.b_{2}=0\right)$ and $\lambda_{n}^{ \pm}$(for $b_{1} b_{2}<0$ or $b_{1} b_{2} \geqslant 4$ ) for $k, n \leqslant-1$. Clearly, the eigenvalues $\lambda_{n}^{ \pm}$(for $b_{1} b_{2}<0$ or $b_{1} b_{2} \geqslant 4$ ) are improper because they are not purely imaginary. Let us find the values of the coefficients $b_{1}$ and $b_{2}$ for which the eigenvalues $\lambda_{2 k}$ and $\lambda_{2 k+1}$ (if $b_{2}=0$ ) are proper.

1. Consider the numbers $\lambda_{2 k}=2 k i, k=-1,-2, \ldots$, which are eigenvalues of problem (9.23), (9.24) for any $b_{1}$ and $b_{2}$. Let us show that $\lambda_{2 k}$ is a proper eigenvalue.

Two linearly independent eigenvectors correspond to the eigenvalue $\lambda_{2 k}$,

$$
\begin{aligned}
& \left(\varphi_{1,2 k}^{(0)}(\omega), \varphi_{2,2 k}^{(0)}(\omega)\right)=\left(e^{i 2 k \omega}-e^{-i 2 k \omega}, 0\right)=(2 i \sin (2 k \omega), 0), \\
& \left(\psi_{1,2 k}^{(0)}(\omega), \psi_{2,2 k}^{(0)}(\omega)\right)=\left(0, e^{i 2 k \omega}-e^{-i 2 k \omega}\right)=(0,2 i \sin (2 k \omega)) .
\end{aligned}
$$

If an associate vector $\left(\varphi_{1,2 k}^{(1)}, \varphi_{2,2 k}^{(1)}\right)$ corresponding to the first of the eigenvectors exists, then it satisfies the equations

$$
\begin{align*}
& \frac{d^{2} \varphi_{1,2 k}^{(1)}(\omega)}{d \omega^{2}}+4 k^{2} \varphi_{1,2 k}^{(1)}(\omega)=4 i k\left(e^{i 2 k \omega}-e^{-i 2 k \omega}\right) \quad(|\omega|<\pi / 2),  \tag{9.35}\\
& \frac{d^{2} \varphi_{2,2 k}^{(1)}(\omega)}{d \omega^{2}}+4 k^{2} \varphi_{2,2 k}^{(1)}(\omega)=0 \quad(|\omega|<\pi / 2)
\end{align*}
$$

and the nonlocal conditions (9.24). Substituting the general solution

$$
\varphi_{1,2 k}^{(1)}(\omega)=c_{1} e^{i 2 k \omega}+c_{2} e^{-i 2 k \omega}+\omega\left(e^{i 2 k \omega}+e^{-i 2 k \omega}\right), \quad \varphi_{2,2 k}^{(1)}(\omega)=c_{3} e^{i 2 k \omega}+c_{4} e^{-i 2 k \omega}
$$

of Eqs. (9.35) into the nonlocal conditions (9.24), we obtain the following system of equations for the indeterminates $c_{1}, \ldots, c_{4}$ :

$$
\left(\begin{array}{cccc}
(-1)^{k} & (-1)^{k} & 0 & 0 \\
(-1)^{k} & (-1)^{k} & b_{1} & b_{1} \\
0 & 0 & (-1)^{k} & (-1)^{k} \\
b_{2} & b_{2} & (-1)^{k} & (-1)^{k}
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3} \\
c_{4}
\end{array}\right)=\left(\begin{array}{c}
\pi(-1)^{k} \\
-\pi(-1)^{k} \\
0 \\
0
\end{array}\right) .
$$

One can readily see that this system is incompatible; therefore, the first eigenvector has no associate vectors. One can similarly see that the second eigenvector has no associate vectors either. Combining this observation with the fact that $r^{-2 k} \varphi_{j, 2 k}^{(0)}(\omega)$ and $r^{-2 k} \psi_{j, 2 k}^{(0)}(\omega)(j=1,2)$ are polynomials in $y_{1}, y_{2}$ for $k=-1,-2, \ldots$, we see that $\lambda_{2 k}$ is a proper eigenvalue.
2. Consider the numbers $\lambda_{2 k+1}=(2 k+1) i, k=-1,-2, \ldots$, which are eigenvalues of problem (9.23), (9.24) with $b_{2}=0$ (recall that $b_{1} \neq 0$ ). Let us show that $\lambda_{2 k+1}$ is an improper eigenvalue.

The only eigenvector (up to factor) corresponding to the eigenvalue $\lambda_{2 k+1}$ is

$$
\left(\varphi_{1,2 k+1}^{(0)}(\omega), \varphi_{2,2 k+1}^{(0)}(\omega)\right)=\left(e^{i(2 k+1) \omega}+e^{-i(2 k+1) \omega}, 0\right)=(2 \cos ((2 k+1) \omega), 0)
$$

If an associate eigenvector $\left(\varphi_{1,2 k+1}^{(1)}, \varphi_{2,2 k+1}^{(1)}\right)$ exists, then it satisfies the equations

$$
\begin{align*}
& \frac{d^{2} \varphi_{1,2 k+1}^{(1)}(\omega)}{d \omega^{2}}+(2 k+1)^{2} \varphi_{1,2 k+1}^{(1)}(\omega)=2(2 k+1) i\left(e^{i(2 k+1) \omega}+e^{-i(2 k+1) \omega}\right) \quad(|\omega|<\pi / 2),  \tag{9.36}\\
& \frac{d^{2} \varphi_{2,2 k+1}^{(1)}(\omega)}{d \omega^{2}}+(2 k+1)^{2} \varphi_{2,2 k+1}^{(1)}(\omega)=0 \quad(|\omega|<\pi / 2)
\end{align*}
$$

and the nonlocal conditions (9.24). Substituting the general solution

$$
\begin{aligned}
& \varphi_{1,2 k}^{(1)}(\omega)=c_{1} e^{i(2 k+1) \omega}+c_{2} e^{-i(2 k+1) \omega}+\omega\left(e^{i(2 k+1) \omega}-e^{-i(2 k+1) \omega}\right), \\
& \varphi_{2,2 k}^{(1)}(\omega)=c_{3} e^{i(2 k+1) \omega}+c_{4} e^{-i(2 k+1) \omega},
\end{aligned}
$$

of Eqs. (9.36) into the nonlocal conditions (9.24), we obtain the following system of equations for the indeterminates $c_{1}, \ldots, c_{4}$ :

$$
\left(\begin{array}{cccc}
i(-1)^{k+1} & i(-1)^{k} & 0 & 0 \\
i(-1)^{k} & i(-1)^{k+1} & b_{1} & b_{1} \\
0 & 0 & i(-1)^{k+1} & i(-1)^{k} \\
0 & 0 & i(-1)^{k} & i(-1)^{k+1}
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3} \\
c_{4}
\end{array}\right)=\left(\begin{array}{c}
\pi i(-1)^{k+1} \\
\pi i(-1)^{k+1} \\
0 \\
0
\end{array}\right) .
$$

One can readily see that this system is compatible; therefore, $\lambda_{2 k+1}$ is an improper eigenvalue.
I. Consider the operator $\mathbf{L}_{B}: W_{B}^{2}(G) \rightarrow L_{2}(G)$. The line $\operatorname{Im} \lambda=-1$ either has no eigenvalues of problem (9.23), (9.24) (for $\left.b_{1} b_{2}>0\right)$ or contains an improper eigenvalue $\lambda_{-1}\left(\right.$ for $\left.b_{2}=0\right)$ or $\lambda_{-1}^{ \pm}$ (for $b_{1} b_{2}<0$ ). Therefore, by Theorem 8.1, the operator

$$
\mathbf{L}_{B}: W_{B}^{2}(G) \rightarrow L_{2}(G)
$$

has the Fredholm property if and only if $b_{1} b_{2}>0$.
II. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)
$$

(a) Let $b_{1} b_{2} \geqslant 4$. Then the line $\operatorname{Im} \lambda=-2$ contains a proper eigenvalue $\lambda_{-2}$ and two improper eigenvalues $\lambda_{-1}^{ \pm}$. Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ is not Fredholm.
(b) Let $b_{1} b_{2}<4$. Then the only eigenvalue on the line $\operatorname{Im} \lambda=-2$ is the proper eigenvalue $\lambda_{-2}=-2 i$. Let us show that Condition 8.2 fails.

Differentiating the expressions $U_{1}(y)+b_{1} U_{2}(\mathcal{G} y)$ and $U_{2}(y)+b_{2} U_{1}(\mathcal{G} y)$ with respect to $y_{2}$ twice and replacing the values of the corresponding functions at the point $\mathcal{G} y$ by the values at $y$, we see that system (2.11) has the following form:

$$
\begin{array}{ll}
\hat{\mathcal{B}}_{11}\left(D_{y}\right) U=\frac{\partial^{2} U_{1}}{\partial y_{2}^{2}}, & \hat{\mathcal{B}}_{12}\left(D_{y}\right) U=\frac{\partial^{2} U_{1}}{\partial y_{2}^{2}}+b_{1} \frac{\partial^{2} U_{2}}{\partial y_{1}^{2}} \\
\hat{\mathcal{B}}_{21}\left(D_{y}\right) U=\frac{\partial^{2} U_{2}}{\partial y_{2}^{2}}, & \hat{\mathcal{B}}_{22}\left(D_{y}\right) U=\frac{\partial^{2} U_{2}}{\partial y_{2}^{2}}+b_{2} \frac{\partial^{2} U_{1}}{\partial y_{1}^{2}}
\end{array}
$$

Since $b_{1} \neq 0$, the operators $\hat{\mathcal{B}}_{11}\left(D_{y}\right) U, \hat{\mathcal{B}}_{12}\left(D_{y}\right) U$, and $\hat{\mathcal{B}}_{21}\left(D_{y}\right) U$ are linearly independent, and are therefore included in system (3.4). However, the system consisting of these three operators and of the operators $\Delta U_{1}$ and $\Delta U_{2}$ is linearly dependent. Therefore, Condition 8.2 fails, and it follows from Theorem 8.2 that the operator

$$
\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)
$$

cannot have the Fredholm property.
Thus, we have proved that the operator $\mathbf{L}_{B}: W_{B}^{3}(G) \rightarrow W^{1}(G)$ cannot have the Fredholm property for any $b_{1}, b_{2}\left(b_{1}^{2}+b_{2}^{2} \neq 0\right)$.
III. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

with even $l, l \geqslant 2$. The line $\operatorname{Im} \lambda=-(l+1)$ either has no eigenvalues of problem (9.23), (9.24) (for $b_{1} b_{2}>0$ ) or contains an improper eigenvalue $\lambda_{-(l+1)}\left(\right.$ for $b_{2}=0$ ) or $\lambda_{-1-l / 2}^{ \pm}\left(\right.$for $\left.b_{1} b_{2}<0\right)$. Therefore, by Theorem 8.1, the operator $\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)$ with even $l, l \geqslant 2$, has the Fredholm property if and only if $b_{1} b_{2}>0$.
IV. Consider the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

with odd $l, l \geqslant 3$.
(a) Let $b_{1} b_{2} \geqslant 4$. Then the line $\operatorname{Im} \lambda=-(l+1)$ contains a proper eigenvalue $\lambda_{-(l+1)}$ and the two improper eigenvalues $\lambda_{-1 / 2-l / 2}^{ \pm}$. Therefore, by Theorem 8.1, the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

cannot have the Fredholm property.
(b) Let $b_{1} b_{2}<4$. Then the line $\operatorname{Im} \lambda=-(l+1)$ contains the proper eigenvalue $\lambda_{-(l+1)}=-(l+1) i$ only. Let us show that Condition 8.2 fails. Differentiating the expressions $U_{1}(y)+b_{1} U_{2}(\mathcal{G} y)$ and $U_{2}(y)+b_{2} U_{1}(\mathcal{G} y)$ with respect to $y_{2}(l+1$ times $)$ and replacing the values of the corresponding functions at the point $\mathcal{G} y$ by the values at $y$, we see that system (2.11) has the following form:

$$
\begin{array}{ll}
\hat{\mathcal{B}}_{11}\left(D_{y}\right) U=\frac{\partial^{l+1} U_{1}}{\partial y_{2}^{l+1}}, & \hat{\mathcal{B}}_{12}\left(D_{y}\right) U=\frac{\partial^{l+1} U_{1}}{\partial y_{2}^{l+1}}+b_{1} \frac{\partial^{l+1} U_{2}}{\partial y_{1}^{l+1}} \\
\hat{\mathcal{B}}_{21}\left(D_{y}\right) U=\frac{\partial^{l+1} U_{2}}{\partial y_{2}^{l+1}}, & \hat{\mathcal{B}}_{22}\left(D_{y}\right) U=\frac{\partial^{l+1} U_{2}}{\partial y_{2}^{l+1}}+b_{2} \frac{\partial^{l+1} U_{1}}{\partial y_{1}^{l+1}} .
\end{array}
$$

Since $b_{1} \neq 0$, it follows that the operators $\hat{\mathcal{B}}_{11}\left(D_{y}\right) U, \hat{\mathcal{B}}_{12}\left(D_{y}\right) U$, and $\hat{\mathcal{B}}_{21}\left(D_{y}\right) U$ are linearly independent, and therefore they are included in system (3.4). Let us show that the system consisting of these three operators and the operators

$$
\begin{array}{ll}
\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U_{1} \equiv \frac{\partial^{l+1} U_{1}}{\partial y_{1}^{\xi_{1}+2} \partial y_{2}^{\xi_{2}}}+\frac{\partial^{l+1} U_{1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}+2}}, & \xi_{1}+\xi_{2}=l-1, \\
\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U_{2} \equiv \frac{\partial^{l+1} U_{2}}{\partial y_{1}^{\xi_{1}+2} \partial y_{2}^{\xi_{2}}}+\frac{\partial^{l+1} U_{2}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}+2}}, & \xi_{1}+\xi_{2}=l-1,
\end{array}
$$

is linearly dependent. To do this, to each derivative

$$
\frac{\partial^{l+1} U_{1}}{\partial y_{1}^{s} \partial y_{2}^{l+1-s}}, \quad s=0, \ldots, l+1
$$

we assign the vector $(0, \ldots, 0,1,0, \ldots, 0)$ of length $2 l+4$ such that its $(s+1)$ st component is equal to one and the other components are equal to zero. Further, to each derivative

$$
\frac{\partial^{l+1} U_{2}}{\partial y_{1}^{s} \partial y_{2}^{l+1-s}}, \quad s=0, \ldots, l+1
$$

we assign the vector $(0, \ldots, 0,1,0, \ldots, 0)$ of length $2 l+4$ such that its $(l+2+s+1)$ st component is equal to one and the other components are equal to zero. Thus, it suffices to show that the rank of the matrix

$$
A=\left(\begin{array}{ccccc|ccccc}
1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & b_{1} \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & 0 & \ldots & 0 \\
\hline 1 & 0 & 1 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 & 0 & \ldots & 0 \\
\hline 0 & 0 & 0 & \ldots & 0 & 1 & 0 & 1 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 & \ldots & 1
\end{array}\right)
$$

(of order $(2 l+3) \times(2 l+4)$ ) is less than $2 l+3$. (In the matrix $A$, the first three rows correspond to the operators $\hat{\mathcal{B}}_{11}\left(D_{y}\right) U, \hat{\mathcal{B}}_{12}\left(D_{y}\right) U$, and $\hat{\mathcal{B}}_{21}\left(D_{y}\right) U$, respectively, the next $l+2$ rows correspond to the operators $\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U_{1}$, and the last $l+2$ rows correspond to the operators $\frac{\partial^{l-1}}{\partial y_{1}^{\xi_{1}} \partial y_{2}^{\xi_{2}}} \Delta U_{2}$.)

Delete the 1 st column, the $(l+3)$ rd column, or the $(2 l+4)$ th column from the matrix $A$. Then the 1st row, the 3 rd row, or the difference between the 1 st and 2 nd rows in the resulting matrix vanishes. Denote by $\hat{A}$ the matrix obtained from $A$ by deleting any other column. Then, consecutively decomposing the determinant of $\hat{A}$ with respect to the first three rows, we see that $|\operatorname{det} \hat{A}|=\left|b_{1} \operatorname{det} A^{\prime}\right|$, where $A^{\prime}$ is the matrix of order $2 l \times 2 l$ obtained by deleting the corresponding column from the matrix

$$
A^{\prime \prime}=\left(\begin{array}{cccc|ccccc}
0 & 1 & \ldots & 0 & 0 & 0 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 & 0 & \ldots & 0 & 0 \\
\hline 0 & 0 & \ldots & 0 & 0 & 1 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 1 & 0
\end{array}\right)
$$

of order $2 l \times(2 l+1)$. Note that the last $l$ rows of $A^{\prime \prime}$ form the matrix $\left(0 A_{l}\right)$, and thus are linearly dependent by virtue of (9.18). Therefore, after deleting any column from $A^{\prime \prime}$, we obtain a degenerate matrix $A^{\prime}$. Hence, $\operatorname{det} \hat{A}=0$, and the rank of the matrix $A$ is less than $2 l+3$. Thus, Condition 8.2 fails, and Theorem 8.2 implies that the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

cannot have the Fredholm property.
We have thus proved that the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

with odd $l, l \geqslant 3$, cannot have the Fredholm property for any $b_{1}$ and $b_{2}$.
We have considered the case in which $b_{1}^{2}+b_{2}^{2} \neq 0$. If $b_{1}=b_{2}=0$, then one can similarly show that the corresponding operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property for any $l \geqslant 0$. However, we omit the proof of this fact because, for $b_{1}=b_{2}=0$, we obtain the "local" Dirichlet problem in a smooth domain. As is well known, this problem is uniquely solvable for any $l \geqslant 0$ rather than simply have the Fredholm property.

The following theorem summarizes the results obtained in this direction.
Theorem 9.4. Let $l$ be even. Then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property if and only if either $b_{1} b_{2}>0$ or $b_{1}=b_{2}=0$.
Let l be odd. Then the operator

$$
\mathbf{L}_{B}: W_{B}^{l+2}(G) \rightarrow W^{l}(G)
$$

has the Fredholm property if and only if $b_{1}=b_{2}=0$.
The author is grateful to Professor A. L. Skubachevskii for attention to this work.
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[^0]:    ${ }^{1}$ Theorem 3.2 was stated in [16] for the case in which the operators $\mathbf{B}_{i \mu}^{2}$ have the same specific form as in Example 1.1. However, the proof of Theorem 3.2 in [16] is based on inequalities (1.5) and (1.6) and does not depend on the explicit form of the operators $\mathbf{B}_{i \mu}^{2}$.

[^1]:    ${ }^{2}$ In Theorem 5.1 of [22, Ch. 2] it is also assumed in addition that the operators $B_{i \mu 0}\left(y, D_{y}\right)$ are normal on $\Upsilon_{i}$ and their orders do not exceed $2 m-1$. However, one can readily see that Theorem 5.1 of [22, Ch. 2] remains valid without these assumptions (see [22, Ch. 2, § 8.3]).

[^2]:    ${ }^{3}$ In Lemma 3.1 [14] (as well as in Lemma 3.2 [14]), it is assumed that the nonlocal terms contain rotation operators only (rather than expansion operators). However, the corresponding results remain valid in our case (see [29]).

[^3]:    ${ }^{4}$ Under the assumptions of this lemma, it follows from Lemma 2.1 that $U_{j} \in H_{a}^{l+2 m}\left(K_{j}^{d}\right)$ for any $a>0$. Therefore, $U_{j} \in H_{0}^{l+2 m-1}\left(K_{j}^{d}\right)$ and the estimate (8.6) is correct.

