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Abstract. [BOOK BACK COVER ] The topological fundamental group of a

smooth complex algebraic variety is poorly understood. One way to approach
it is to consider its complex linear representations modulo conjugation, that is

complex local systems. One fundamental problem is to recognize those coming

from geometry, and more generally subloci of the moduli space of local systems
with special arithmetic properties. This is the object of deep conjectures. We

present in this Lecture Notes some properties of the topological fundamental
group, and some consequences of the conjectures, notably density, integrality

and crystallinity properties of some special loci.

1. Lecture 1: General Introduction

The topological fundamental group π1(M,m) of a connected finite CW -complex
M based at a point m, as defined by Poincaré, is a finitely presented group. In
turn, any finitely presented group is the fundamental group of a connected finite
CW complex. The finite generation enables one to define a “moduli” (parameter)
space MB(π1(M,m), r) of all its semi-simple complex linear representations ρ :
π1(M,m)→ GLr(C) in a given rank r, modulo conjugation, or equivalently, of all
its rank r semi-simple complex local systems L. It is called the character variety of
π1(M,m), also the Betti moduli space of M in rank r, as conjugation washes out
the choice of m, and is a scheme of finite type defined over the ring of integers Z.

We are interested in the case when M consists of the complex points X(C) of
a smooth connected algebraic quasi-projective variety X of finite type over the
complex numbers C, in which case M has the homotopy type of a connected finite
CW complex. We know extremely little about the restrictions the algebraic origin
of M = X(C) imposes on the topological fundamental group π1(X(C), x(C)). On
the other hand, there are naturally defined local systems L, namely those which
upon restriction to some Zariski dense open U ↪→ X are subquotients (equivalently,
summands by Deligne’s semi-simplicity theorem) of a local system on U which
comes from the variation of the cohomology of the fibres of a smooth projective
morphism g : Y → U . Such L are called geometric. One such example is when U =
X and g is in addition finite in the topological sense. Then the monodromy of L,
that is the group Im(ρ), defined up to conjugacy, is finite. By the Riemann existence
theorem this is equivalent to g being finite étale, and thus relates π1(X(C), x(C))
to its profinite completion π1(XC, xC). The latter is the étale fundamental group,
defined by Grothendieck, itself related to the Galois group of the field of functions
of XC.

So it is natural to try to single out complex points ofMB(X, r) which correspond
to geometric or even finite local systems. More generally, it is natural to try to define
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a notion of geometric sublocus of higher dimension. It is clearly an inaccessible task,
which is reminiscent of the Hodge and the Tate conjectures: how can we construct
g out of L? There are several conjectures relying on various aspects of MB(X, r).

Grothendieck’s p-curvature conjecture: It relies on the Riemann-Hilbert corre-
spondence which equates the complex points L of MB(X, r) with algebraic semi-
simple integrable connections (E,∇) on X (say X projective for simplicity to avoid
boundary growth conditions): we consider (E,∇) mod p for all large primes p and
require this characteristic p > 0 connection to be generated by flat sections. This
is the original formulation and should characterize finite local systems L. More
generally, to characterize geometric local systems L, we request (E,∇) mod p for
all large p to be filtered so that the associated graded is spanned by flat sections.
Since the work by Katz which roughly (a bit less) shows that on a geometric L we
can characterize its finiteness by the generation of (E,∇) mod p by its flat section
for almost all p, since the later work by Chudnovsky-Chudnovsky, Bost and André
which handle the solvable case, and some remarks of the type made with Kisin,
there has been essentially no major progress on this viewpoint.

We discuss in Lecture 2 one possible origin of Grothendieck’s p-curvature con-
jecture, as we understand it, by relating it to the classical rationality criteria of
Kronecker. Further in this Lecture, we write a simplified form of Grothendieck’s
p-curvature conjecture which is equivalent to the general form. We also discuss
Katz’ proof, giving a slightly different viewpoint.

Gieseker-de Jong conjecture: It relies simply on the finite generation of the topo-
logical fundamental group π1(X(C), x(C)), which implies the theorem of Malčev-
Grothendieck saying that the étale fundamental group π1(XC, xC) controls the size
of MB(X, r): if π1(XC, xC) = {1} then MB(X, r) consists of one point, the trivial
local system of rank r (in fact there are no extensions as well). Gieseker’s conjec-
ture, solved with Mehta, asserts an analog in characteristic p > 0 for infinitesimal
crystals, while de Jong’s conjecture, which is still unsolved in its generality (we
understood small steps with Shiho) predicts an analog for isocrystals. It is also
related to the Langlands program: if the ground field is F̄p and the isocrystal is
endowed with a Frobenius structure, then the existence of ℓ-adic companions (as
proven with Abe, see also Kedlaya) initially predicted by Deligne in Weil II proves
the conjecture. It would be of interest to understand a generalization of de Jong’s
conjecture on prismatic crystals which encompasses his initial formulation.

We mention in Lecture 3 the proof of the Malçev-Grothendieck theorem. It relies
on the finite generation property of the topological fundamental group. We sketch
our proof with Mehta of the Gieseker conjecture when X is smooth projective.
Although the geometric fundamental group of X is topologically finitely generated,
the proof does not use directly this property. Instead it uses the boundedness of
Frobenius divided sheaves.

Topological properties of the (tame) fundamental group of a smooth (quasi-) pro-
jective variety X defined over an algebraically closed field k of characteristic p > 0:
As already mentioned, if k was the field of complex numbers, then the topologi-
cal fundamental group of X would be finitely presented. By Lefschetz theory and
Grothendieck’s specialization homomorphism from characteristic 0 to characteristic
p > 0, it is easy to see that the (tame) fundamental group of X is finitely generated
as a topological group. But more is true, it is also finitely presented, at least if
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we assume that X has a good normal crossings compactification. This is a strong
analogy with the classical topological situation.

We present in Lecture 4 our proof of it, joint with Shusterman and Srinivas. It
rests on Lubotzky’s remarkable theorem which characterizes cohomologically this
property. The characterization has a motivic flavor in that it says that the H2

of the (tame) fundamental group with values in rank r continuous representations
with Fℓ-coefficients grows linearly in r but does not see ℓ. Indeed, the proof of
the independence of ℓ ultimately relies on Deligne’s purity from the Weil conjec-
tures. The proof of the linearity in r for ℓ = p is more geometric, and, in case X
is not proper, uses the existence of a good compactification to have a numerical
characterization of tameness.

By the Riemann existence theorem over C and the base change theorem, the fun-
damental group of a smooth (quasi-)projective variety over an algebraically closed
field of characteristic 0 is the profinite completion of a finitely presented abstract
group. We can adapt the notion of finite generation or presentation coming from
a discrete group by removing the condition at p. This definition is shaped on the
properties of Grothendieck’s specialization homomorphism. It yields the concept
of p′-finitely generated or presented group. This property, even solely at the level
of the p′-finite generation, is an obstruction for X to lift to characteristic 0.

We present in Lecture 5 our proof of this newly defined obstruction, joint with
Srinivas and Stix. Ultimately it relies again on a motivic property which this time
is not always verified: the representation of the automorphism group of X on its
(first) ℓ-adic cohomology is independent of ℓ but is not (always) defined over Q.

Density of Special Loci: ForX smooth quasi-projective over C, Drinfeld analyzed
some arithmetic properties of the Betti moduli space MB(X, r) viewed as a scheme
over Z. At good closed points of MB(X, r) of characteristic ℓ, de Jong’s conjecture
applied to the mod p reduction of X for p large predicts the existence of many
deformations of the residual representation defined by the closed point to an ℓ-adic
sheaf which is arithmetic, that is which is acted on by a power of the Frobenius.
Due to the arithmetic Langlands program, those sheaves then are pure in the sense
of Deligne, so for example they obey the Hard Lefschetz property if they are semi-
simple and X is projective. De Jong’s conjecture has been proven by Böckle-
Khare in special cases and by Gaitsgory in general (for ℓ ≥ 3) using the geometric
Langlands program. It makes it then possible to derive density of certain subloci
of MB(X, r) using those (deep) arithmetic methods.

We present in Lecture 6 a proof, joint with Kerz, that the set of complex points
ofMB(X, r) corresponding to semi-simple local systems with quasi-unipotent mon-
odromy at infinity is Zariski dense. It uses Drinfeld’s idea. This is an invitation to
transpose the definition of arithmetic ℓ-adic local systems on the mod p reduction of
X to a notion of weakly arithmetic complex local systems on X over C. We present
the definition and the proof, joint with de Jong, that the set of weakly arithmetic
local systems in MB(X, r) is Zariski dense. All weakly arithmetic local systems
have quasi-unipotent monodromies at infinity, so this density is sharper than the
previous one. The way to go from a complex local system to an ℓ-adic étale local
system in the definition prevents us to conclude that there only countably many
weakly arithmetic local systems.
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On the other hand, Biswas-Gupta-Mj-Whang in rank 2, resp. Landesman-Litt
in any rank proved by topological, resp. Hodge theoretical methods that on a
geometric generic curve of genus ≥ 2, semi-simple complex local systems of low
rank which descend to the universal curve are unitary.

Granted this, we present in Lecture 6 the idea of their proof in any rank to the
effect that in fact not only those local systems are unitary, but they have finite
monodromy. The proof ultimately relies on the integrality of cohomologically rigid
local systems, a theorem joint with Groechenig, explained in Lecture 7. It also shows
that local systems on the geometric generic curve which come from the universal
curve cannot be dense in the Betti moduli, contrary to a hope I had expressed with
Kerz earlier on.

Companions and integrality: A complex local system can be twisted by an au-
tomorphism σ of the field of complex numbers: we post-compose the underlying
linear representation of the topological local system by σ on the coefficients. If we
now consider representations of a topological group with values in a linear group
with coefficients in a topological field, we lose continuity by post-composing. So we
cannot define twisted continuous representations. Deligne in Weil II predicted that
nonetheless it is possible in the following situation. We assume that the topological
group is the geometric fundamental group of a smooth quasi-projective variety X
defined over a finite field Fq, the field of coefficients is the algebraic closure Q̄ℓ
of the ℓ-adic numbers for some prime number ℓ prime to p, the isomorphism σ is
some abstract isomorphism between Q̄ℓ and Q̄ℓ′ . If the local system is stabilized by
some power of the Frobenius, that is if it is arithmetic, then by the Langlands cor-
respondence the characteristic polynomial of the action of the Frobenius elements
at closed points is a polynomial with coefficients being algebraic numbers. Thus σ
sends them to other algebraic numbers. In addition, a simple ℓ-adic local system is
recognized by the Čebotarev density theorem by those polynomials. Deligne then
conjectured the existence of a simple ℓ′-adic local system with those data, which
he called (σ)-companion. If we believe that arithmetic local systems come from
geometry, then we know at least on the whole Gauß-Manin system how to go from
ℓ to ℓ′. If X has dimension 1, as a corollary of the Langlands correspondence, L.
Lafforgue proved the existence of companions the way Drinfeld did after he proved
the rank 2 case of the Langlands program. In addition, arithmetic local systems
come from geometry. There is no Langlands program in higher dimension. In ab-
sence of any geometric support, Drinfeld proved the existence of companions in
higher dimension as well.

We present in Lecture 7 some aspects of Drinfeld’s proof. The starting point is
the dimension 1 case due to L. Lafforgue, see above. The problem is how to glue
those ℓ′-adic sheaves defined on all curves, which agree on intersections. Drinfeld
produces a non-commutative version of the construction performed by Wiesend.
He uses a strong form of the Čebotarev density theorem: an ℓ′-adic local system on
a curve is recognized on finitely many points. He also uses Deligne’s earlier work
showing that for a given ℓ-adic local system, the coefficients of the characteristic
polynomials of the Frobenii at closed points stay in a finite type extension of Q.

Simpson’s motivicity conjecture: Rigid Local Systems. These are the 0-dimensional
components of MB(X, r). Simpson predicted that they are all geometric. It relies
on the corresponding theorem by Katz when X has dimension 1, in which case X
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has to be an open in P1 (so in the definition of MB(X, r) one has to fix conjugacy
classes of quasi-unipotent monodromy at infinity). It relies also on the Simpson
correspondence, which, when X is projective, equates real analytically MB(X, r)
with the moduli space of semi-stable Higgs bundles with vanishing Chern classes.
Those are endowed with a C×-flow, thus rigid local systems, viewed on the Higgs
side, are fixed by it. This implies, according to Simpson’s theorem, that they un-
derly a polarizable complex variation of Hodge structures. From there it is one
short step to dream of geometricity.

We present in Lecture 7 our proof with Groechenig of a consequence of the
motivicity conjecture, called the integrality conjecture, also formulated by Simpson:
rigid local systems should be integral. To this aim we descend the ℓ-adic local system
mod p for p very large. The rigidity implies that this ℓ-adic local system is in fact
arithmetic as well, a fact already observed by Simpson. We then take a companion,
and interpret back this ℓ′-local system topologically on the initial complex variety.
To be able to conclude we need that this newly defined topological system is rigid
as well. We can prove this only under the extra assumption that the rigid local
system we started with was a smooth point in its moduli. This is a cohomological
condition which we call cohomological rigidity.

Integrality of the Betti moduli space: An important point is that rigid local
systems are arithmetic. On the other hand, as mentioned above as a consequence
of de Jong’s conjecture, weakly arithmetic local systems are dense.

We present in Lecture 7 our proof with de Jong of an integrality property of
the whole open of the Betti moduli corresponding to irreducible local systems. The
proof rests on this notion of weakly arithmetic local systems together with the same
idea to prove integrality of (cohomologically) rigid local systems. One consequence
of the property is that it yields a new obstruction, visible on the Betti moduli,
for a finitely presented group to be the topological fundamental group of a smooth
complex quasi-projective variety.

Crystallinity property of Rigid Local Systems: If we believe in Simpson’s mo-
tivicity conjecture, it should have two p-adic consequences, one on the local system
L itself, the other one on the flat connection (E,∇) which is defined using the
Riemann-Hilbert correspondence. Indeed if those data ultimately come from a
splitting of a Gauß-Manin system of a smooth projective morphism g : Y → U on
some dense open U ↪→ X, then for p large all the data have good reduction. So
one expects that the p-completion of the local system on a p-adic model of X with
good reduction, for p large, is crystalline. At the same time, if g does not have good
reduction but X has, one expects the connection, in restriction to the p-adic model,
to yield an isocrystal with a Frobenius structure. Those two properties, with less
precision on the “good” p, were proven with Groechenig.

In Lecture 8 we present a proof of the F -isocrystal property which relies on a
theorem of Berthelot which is nearly documented in the Stack Project and which
I learned from de Jong: if the integral p-adic model of X is unramified, and p ≥ 3,
then the Frobenius acts on connections defined on it. This enables one to prove a
posteriori that the p-curvature of the mod p reduction of the connection is nilpotent.
Our original proof with Groechenig showed this property first, which was a bit more
difficult. For the crystallinity of the p-adic local system however, in the present state
of knowledge, we have to return to our proof with Groechenig which proceeds along
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the completion at p by showing that we have a periodic Higgs-de Rham flow in the
sense of Zuo and his coauthors.

It is to be noted that this crystallinity proof is easily generalized to non-proper
smooth varieties under a strong cohomological condition. We do not reproduce our
proof with Groechenig in those notes. We observe that precisely this property is
the one used by Pila-Shankar-Tsimerman to prove the André-Oort conjecture on
Shimura varieties of real rank ≥ 2.

There are manifold topics close to the ones discussed in those notes which are
not addressed. One of them concerns specific subloci of the Betti moduli space
which could be called arithmetic and which we defined with Kerz. It generalizes to
higher dimensional subvarieties of the Betti moduli the notion of arithmeticity of
an integral ℓ-adic point. In rank 1 we proved with Kerz that those are translates by
torsion points of subtori in the whole moduli which itself is a torus. We could not
progress in higher rank in this direction, for lack of understanding the more precise
geometry of the moduli. Another direction is what to expect after the work of
Petrov who showed that the generalized Fontaine-Mazur conjecture could simply be
formulated by predicting that geometrically irreducible ℓ-adic local systems which
are arithmetic on X smooth quasi-projective in characteristic 0 should in fact come
from geometry. It would be of help to find one small consequence of this vast
conjecture, as a reality check.

Finally in Lecture 10 we formulate a few questions and problems related to the
various Lectures.
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2. Lecture 2: Kronecker’s Rationality Criteria and Grothendieck’s
p-Curvature Conjecture

Abstract. We recall two criteria, say an analytic one and an algebraic one,

for an integral number to be a root of unity and for an algebraic number to

be a rational number. Both go back to Kronecker. We recall Grothendieck’s
p-curvature conjecture and its generalization, avoiding the general definition of

the p-curvature of a connection in characteristic p > 0. We show how the two
are related and mention Katz’s proof using (a generalization of ) the analytic

criterion.

2.1. Kronecker’s criteria. Let a ∈ C be a complex number, and write it as
a = exp(2π

√
−1b) for b ∈ C defined modulo the integers Z. We list Kronecker’s

criteria for a ∈ µ∞ ⊂ C, that is for a to be a root of unity, or equivalently for b ∈ Q,
that is for b to be a rational number.

2.1.1. Kronecker’s analytic criterion, [Kro57]. Recall that the subring Z̄ ⊂ C of
algebraic integers of the complex numbers consists of those complex numbers a ∈ C
satisfying an equation f(a) = ad + c1a

d−1 + . . . + cd = 0 with ci ∈ Z, and the
subfield Q̄ ⊂ C of algebraic numbers consists of those a as before but with ci ∈ Q.
Any field automorphism σ ∈ Aut(C) of C leaves Z ⊂ Q invariant.

Proposition 2.1. Assuming a ∈ Z̄, then a ∈ µ∞ if and only if for any σ ∈ Aut(C),
the complex absolute value of σ(a) is equal to 1.

Proof. See https://mathoverflow.net/questions/10911/english-reference-for-a-result-of-kronecker For f =

f1 as above, we write fn(X) =
∏d
i=1(X−αni ) ∈ C[X] for all n ∈ N>0, with α1 = a.

The coefficients of fn are symmetric functions in the αi, thus are expressable as
polynomials with rational coefficients in the ci, and on the other hand they are in
Z̄, thus they lie in Z, and have bounded norms. Thus there are finitely many such
fn, thus the set {an, n ∈ N≥1} is finite, thus lies in µ∞. □

2.1.2. Kronecker’s algebraic criterion, [Bau04]. Assume b ∈ Q̄, so b lies in the
number field Q(b), of rank d say. So we can take its reduction modulo almost all
primes, that is modulo all except finitely many primes p of the number ring OQ(b).

Proposition 2.2. If for almost all primes p of OQ(b), (b mod p) ∈ Fp ⊂ OQ(b)/p,
then b ∈ Q. In words: if b lies in the prime field in characteristic p for almost all
p, then it does in characteristic 0.

Proof. After multiplying b by an element in Z\{0}, we may assume that b ∈ OQ(b),
so generates the subring Z[b] ⊂ OQ(b) which is free of rank d over Z, which is also
the rank of OQ(b) over Z. Hence for all but finitely many primes p of OQ(b), OQ(b)/p
is spanned by (b mod p) over Fp. So the condition (b mod p) ∈ Fp ⊂ OQ(b)/p is
equivalent to (b mod p) being completely split. By Kronecker’s density theorem,
this implies d = 1.

□

2.1.3. Translation of Kronecker’s algebraic criterion in terms of differential equa-
tions. We consider the complex algebraic variety

X = Spec O(X), O(X) = C[t, t−1]

https://mathoverflow.net/questions/10911/english-reference-for-a-result-of-kronecker
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and on it the linear differential equation

(⋆)
df

f
= b

dt

t

for some b ∈ C. It has the analytic solution

fλ(t) = λtb, λ ∈ C.

Then

Lemma 2.3. For λ ̸= 0, fλ is algebraic over O(X) if and only if b ∈ Q if and only
if fλ is integral over O(X).

Proof. If Q ∋ b = m
n , m, 0 ̸= n ∈ Z then fnλ ∈ O(X) so fλ is integral over

O(X). Assume now fλ is algebraic over O(X), so in particular fλ is algebraic over
the Laurent power series field C((t)) containing O(X). So fλ defines a finite field
extension

C((t)) ↪→ C((t))(fλ).
As the embedding

∪n∈NC((t1/n)) ↪→ C((t))
is an equality, C((t))(fλ) must be one of the fields C((t1/n)) thus b ∈ Q, which also
implies that fλ is integral over O(X).

□

Remark 2.4. For λ ̸= 0, the following conditions are equivalent:

(i) fλ is algebraic over the field of fractions Frac(O(X)) = C(t);
(ii) fλ is integral over O(X);
(iii) the monodromy of (⋆) is finite.

Proof. (i) =⇒ (ii): fλ, as a solution of (⋆) is analytic on X, and by the condition

(i), fλ lies in C(t). Thus fλ lies in the integral closure O(X) ⊂ C(t).
(ii) =⇒ (iii): Recall that by Lemma 2.3, fλ = λtb. As fλ is integral over O(X),
it is integral over C((t)). So by Kummer theory, b ∈ Q. On the other hand, the
restriction γ∗fλ of fλ to the path

(
γ : [0 1] →, τ 7→ exp(2π

√
−1τ)

)
is the function(

[0 1] → C, τ 7→ λexp(2π
√
−1bτ)

)
. So the monodromy a ∈ C× on γ is computed

as the ratio

a = γ∗fλ(τ = 1)/γ∗fλ(τ = 0) = exp(2π
√
−1b),

which is a root of unity.
(iii) =⇒ (i): If a is a root of unity, then b is a rational number so (i) holds.

□

We now assume b ∈ Q̄. For almost all primes p of Q(b) where it makes sense,
that is for which b is integral in the corresponding p-adic field, we consider the
differential equation

(⋆)p
df

f
= (b mod p)

dt

t

which is simply (⋆) by viewed over OQ(b)/p. We write OZ(X) = Z[t, t−1] so O(X) =
OZ ⊗Z C. The only way to make sense of the solutions

λtb for λ ∈ OQ(b)/p



12 HÉLÈNE ESNAULT

is to request them to lie in OZ(X) ⊗Z (OQ(b)/p). For λ ̸= 0 in OQ(b)/p, λt
b lies in

OZ(X)⊗Z (OQ(b)/p) if and only if (b mod p) lies in Fp ⊂ OQ(b)/p.

We now summarize the discussion.

Theorem 2.5. If b ∈ Q̄, the differential equation (⋆) has one non-trivial algebraic
solution over O(X) if and only if for almost all primes p ∈ OQ(b), (⋆)p has one
non-trivial solution in OZ(X)⊗Z (OQ(b)/p).

Remark 2.6. The last condition, to have one non-trivial solution, or equivalently,
as the differential equation has rank 1, to have a full set of solutions in OZ(X)⊗Z
(OQ(b)/p), which again by definition is equivalent to saying that the p-curvature of
the differential equation (⋆)p vanishes. We do not give here the definition of the
p-curvature itself, as we do not need it as such, we only need what it means for it
to vanish (or later in the Lecture to be nilpotent).

Proof of Theorem 2.5. (⋆) has a full set of algebraic solutions over O(X)

if and only if

b ∈ Q (Lemma 2.3)

if and only if

(b mod p) ∈ Fp ⊂ (OQ(b)/p) for almost all p (Proposition 2.2)

if and only if

(⋆)p has a full set of solutions in OZ(X)⊗Z (OQ(b)/p) (previous discussion).
□

The content of Grothendieck’s p-curvature conjecture is to predict that Theo-
rem 2.5 extends to any smooth complex quasi-projective variety X and any linear
differential equation (⋆). We shall explain the formulation and a generalization of
it without ever mentioning the definition of the p-curvature.

2.2. Grothendieck’s p-curvature conjecture. Let us first formulate what a pos-
teriori is equivalent to the p-curvature conjecture.

We write X = SpecO(X), X = SpecC[t, t−1, (t−1)−1]. Then we pose the linear
differential equation

(⋆)
df

f
= b

dt

t
+ c

dt

t− 1

where now
b = (bij), c = (cij) ∈Mr(Q̄).

For almost all primes p of Q(bij , cij), 1 ≤ i, j ≤ r where it makes sense, we consider
the differential equation

(⋆)p
df

f
= (b mod p)

dt

t
+ (c mod p)

dt

t− 1

which is simply (⋆) but viewed over OQ(bij)/p. We write OZ(X) = Z[t, t−1, (t−1)−1]
so O(X) = OZ(X)⊗Z C.

We say that (⋆)p has a full set of solutions if it has a set of r solutions

(f1, . . . , fr), fi ∈ OZ(X)⊗Z (OQ(bij)/p),
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which are linearly independent over OQ(bij)/p. Similarly we say that (⋆) has a full
set of algebraic solutions if it has a set of r solutions (f1, . . . , fr) where fi is algebraic
over O(X), and which are linearly independent over C.

Conjecture 2.7. The differential equation (⋆) has a full set of algebraic solutions
over O(X) if and only if (⋆)p has a full set of solutions in OZ(X) ⊗Z (OQ(bij )/p)
(that is its p-curvature vanishes).

The initial Grothendieck’s conjecture is documented in Katz’s article [Kat72,
Introduction]: let X be a smooth quasi-projective variety over C, (E,∇) be an in-
tegrable algebraic connection. Let S be a scheme of finite type over Z so (X, (E,∇))
descends to (XS , (ES ,∇S)) and has good reduction at all closed points s ∈ S. Then
the prediction is the following conjecture.

Conjecture 2.8 (Grothendieck’s p-curvature conjecture). (E,∇) has a full set of
algebraic solutions if and only there is a dense open S◦ ⊂ S such that for all s ∈ S◦

the reduction (Es,∇s) on Xs has a full set of solutions (that is its p-curvature
vanishes).

We explain briefly why Conjecture 2.8 is equivalent to its special case Conjec-
ture 2.7.

Claim 2.9 ([Kat70], Theorem 13.0). If there is a dense open S◦ ⊂ S such that for
all s ∈ S◦ the reduction (Es,∇s) has a full set of solutions, then (E,∇) is regular
singular and has finite monodromies at infinity.

Claim 2.10. (E,∇) has a full set of algebraic solutions if and only if there is a

finite cover h′ : Y ′ → X such that h
′∗(E,∇) has a full set of solutions, if and only

if there is a finite unramified cover h : Y → X such that h∗(E,∇) has a full set of
solutions.

Proof. If h exists, the solutions of (E,∇) inO(Y ) are algebraic solutions overO(X).
Vice-versa, assume given a basis over O(X) of algebraic solutions fi say. The ring
O(X) ↪→ O(X)[fi] is then finite, thus defines a finite possibly ramified finite cover

h′ : Y ′ → X so h
′∗(E,∇) is trivial. So the underlying monodromy representation

π1(X)→ GLr(C) of (E,∇) trivializes on h′∗π1(Y ′) in π1(X), which has finite index.
This defines a finite unramified cover h : Y → X with π1(Y ) = h′∗π1(Y

′) such that
h∗(E,∇) is trivial.

□

Claim 2.11. Conjecture 2.8 in general is equivalent to its special case when X is
a smooth projective curve.

Proof. By Claim 2.10, Conjecture 2.8 is true for (E,∇) on X if and only if it is for

h
′∗(E,∇) for any h′ : Y ′ → X finite cover. So by Claim 2.9 we may assume that

(E,∇) extends to a smooth projective compactification of X. Then the Lefschetz
hyperplane theorem reduces it to the case of a smooth projective curve.

□

Claim 2.12 ([And04], Théorème 0.6.1). Conjecture 2.8 is equivalent to its special
case when X is a smooth projective curve defined over a number field.
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In other words, let f : X → S be a smooth morphism between smooth quasi-
projective varieties defined over a number field, let (E,∇) be a relative flat connec-
tion on X. If for all closed points s ∈ S, the monodromy of the restriction (E,∇)|Xs

of (E,∇) to the fibre Xs is finite, that is if there is a finite étale cover hs : Ys → Xs

such that h∗s(E,∇)|Xs
is trivial, then the monodromy of (E,∇) restricted to a

geometric generic fibre Xη̄ is finite as well. We remark that the arguments can
be adapted to prove a characteristic p > 0 version of the same theorem ([EL13,
Theorem 5.1]).

Applying Belyi’s theorem [Bel80], we formulate the following claim.

Claim 2.13. Conjecture 2.8 is equivalent to its special case whenX is P1\{0, 1,∞},
that is Conjecture 2.7. defined over a number field.

2.3. Back to Kronecker’s analytic criterion: Gauß-Manin connections.
Let X be a quasi-projective smooth variety over C, g : Y → X be a smooth
projective morphism, L being the local system Rig∗C for some i. Then

Theorem 2.14 ([Kat72]). Conjecture 2.8 holds for L.

Proof. The proof consists of two parts. First, the assumption on the full set of solu-

tions for (⋆)p implies that the F -filtration Rig∗Ω
≥j
Y/X ↪→ Rig∗Ω

•
Y/X is stabilized by

the Gauß-Manin connection. Then this implies that the monodromy is an automor-
phism of the integral polarized Hodge structure of the fibre, which is the intersection

of the integral group Aut(Hi(Yx,Z)) with Aut(Hi(Yx,R), (2π
√
−1i(x,Cy)) inside

of Aut(Hi(Yx,R)), where C is the Weil operator. A variant of Kronecker’s analytic
criterion says that this intersection is finite.

So the stabilization of the F -filtration by the connection is the main point. We
give a presentation which slightly differs from loc. cit. To this, over our model XS ,
we take a closed point s of large characteristic p so the coherent sheaves Ri−jg∗Ω

j
Y/X

remain locally free, and the map

(∗) Rig∗Ω
≥j
Y/X → Rig∗Ω

•
Y/X ,

which by Hodge theory is injective, remains injective by base change. We want
to prove that the condition on the existence of a full set of solutions implies that
the F -filtration is stabilized by the connection, that is that the OX -linear Kodaira-
Spencer class

KS : Ri−jg∗Ω
j
Y/X

∇−→ Ω1
X ⊗Ri+1−jg∗(Ω

j−1
Y/X → ΩjY/X)→ Ω1

X ⊗Ri+1−jg∗Ω
j−1
Y/X

dies. The important diagram is then

Ys

g
  

F // Y ′
s

g′

��

σ // Ys

g

��
Xs

FXs

// Xs

where F : Ys → Y ′
s is the Frobenius on Ys relative to Xs, that is on local functions

O(Ys) = O(Xs)[y1, . . . , yn]/I it sends the class of f(y1, . . . , yn) to the class of
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f(yp1 , . . . , y
p
n), and FXs

: Xs → Xs is the absolute Frobenius, so it sends f ∈ O(Xs)
to fp ∈ O(Xs). The injectivity of (∗) implies that

(∗∗) Rig∗τ≤jΩ
•
Ys/Xs

= Rig′∗τ≤jF∗Ω
•
Ys/Xs

→ Rig′∗F∗Ω
•
Ys/Xs

is injective as well. By the Cartier isomorphism and base change for FXs
, it holds

Ri−jg∗Hj = Ri−jg′∗Ω
j
Y ′
s/Xs

= F ∗
Xs
Ri−jg∗Ω

j
Ys/Xs

,

where Hj is the j-th cohomology sheaf of F∗Ω
•
Ys/Xs

. Computing the dimension of

de Rham cohomology Hi
dR(Yx) of the fibres of g yields that the following sequence

of connections

(ϵ) 0→ F ∗
Xs
Ri−jg∗Ω

j
Ys/Xs

→ Rig∗(τ≤j+1F∗Ω
•
Ys/Xs

/τ≤j−1F∗Ω
•
Ys/Xs

)

→ F ∗
Xs
Ri−j−1g∗Ω

j+1
Ys/Xs

→ 0

is exact. It defines a de Rham extension

ϵ ∈ H1
dR(Xs, F

∗
Xs
Ri−j−1g∗(Ω

j+1
Ys/Xs

)∨ ⊗ F ∗
Xs
Ri−jg∗Ω

j
Ys/Xs

).

Now we use the assumption which is equivalent to saying that the exact sequence
(ϵ) of connections is equal to F ∗

Xs
of an exact sequence

0→ Ri−jg∗Ω
j
Ys/Xs

→ V → Ri−j−1g∗Ω
j+1
Ys/Xs

→ 0

of vector bundles on Xs, endowed with the canonical connection. In particular this
sequence splits on a dense affine open of Xs. Thus ϵ dies as well on a dense affine
open. On the other hand, the cohomology

H1
dR(Xs, F

∗
Xs
Ri−j−1g∗(Ω

j+1
Ys/Xs

)∨ ⊗ F ∗
Xs
Ri−jg∗Ω

j
Ys/Xs

) =

H1
dR(Xs, (R

i−j−1g∗(Ω
j+1
Ys/Xs

)∨ ⊗Ri−jg∗ΩjYs/Xs
)⊗ FXs∗(Ω

•
Xs

))

maps, again via the Cartier isomorphism, to

H0(Xs, (R
i−j−1g∗(Ω

j+1
Ys/Xs

)∨ ⊗Ri−jg∗ΩjYs/Xs
)⊗ Ω1

Xs
).

Katz [Kat72, Theorem 3.2] (in a slightly different presentation) computes that the
image of ϵ, viewed as a OXs

-linear map

Ri−j−1g∗(Ω
j+1
Ys/Xs

)→ Ω1
Xs
⊗Ri−jg∗ΩjYs/Xs

is precsiely the Kodaira-Spencer map KSs for g. Thus KSs dies on a dense open of
Xs. As KSs is a OXs -linear morphism between vector bundles, we conclude that
it dies on the whole of Xs. Thus KS dies in restriction to all closed points in of a
dense open in S. Thus it dies. This finishes the proof.

□

The works by Chudnovsky-Chudnovsky [Chu85], Bost [Bos01] and André [And04]
handle the solvable case. There are also some remarks like [EK18] under a stronger
condition than just generation of the differential equation on characteristic p. Else,
there is a different idea in Ananth Shankar’s work [Sha18] who showed finiteness
of the monodromy on simple loops, which enabled him and Patel-Whang to finish
the proof in rank 2 in [PSW21]. Beyond this, there is essentially no big progress
on this viewpoint.

However, there are two more points. The proof above using the stabilization of
the τ - filtration (also called conjugate filtration) suggests the generalization:
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Conjecture 2.15 (Generalized Grothendieck’s p-curvature conjecture, [And89],
Appendix to Ch. V). To characterize geometric local systems L, we request that
the underlying vector bundle with a connection (E,∇) has the property that mod p
for all large p it is filtered so that the associated graded is spanned by flat sections
(that is its p-curvature is nilpotent) on a dense open of X mod p.

Said differently, Katz proves: if mod p for all large p, (E,∇) is filtered so that
the associated graded is spanned by flat sections, and in addition (E,∇) comes
from geometry, and furthermore this filtration is trivial, then (E,∇) has finite
monodromy.

There is one other instance of a similar situation. Let X be a smooth projective
variety defined over C and let us assume that H0(X,Sym•Ω1

X) = 0. I had conjec-
tured that then all local systems have finite monodromy. This has been proved in
[BKT13] by analytic methods as a corollary of Zuo’s theorem [Zuo00] to the effect
that if the derivative of the period map associated to an integral variation of Hodge
structure is injective, then Ω1

X is big. In [BKT13] one finds a large list of examples
of such varieties.

Algebraically, the vanishing H0(X,Sym•Ω1
X) = 0 implies that the underlying

bundles with connection (E,∇) have the property that mod p for all large p they
are filtered so that the associated graded is spanned by flat sections. So according to
the generalized Grothendieck p-curvature conjecture they should be geometric. But
here unlike for Katz, we do not know a priori the geometricity, it comes ultimately
as a consequence of the more difficult finiteness result which the authors prove in
loc. cit.
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3. Lecture 3: Malčev-Grothendieck’s Theorem, its Variants in
Characteristic p > 0, Gieseker’s Conjecture, de Jong’s

Conjecture, and the One to Come

Abstract. We recall Malčev’s theorem to the effect that the triviality of the

profinite completion of a finitely generated group implies the triviality its al-

gebraic completion. We recall Grothendieck’s version of it formulated with
D-modules using the Riemann-Hilbert correspondence, then the Gieseker con-

jecture, its counterpart in characteristic p > 0, its solution and generalizations.

3.1. Over C. Let Γ be a finitely generated group, Γ̂ be its profinite completion,
Γalg be its proalgebraic completion. So Γ̂ = lim←−{G→Q}Q where Q runs through all

finite quotients, Γalg = lim←−{G→Q}Q where Q runs through all algebraic subgroups

of GLr(C) for some r ∈ N>0.

Theorem 3.1 (Malčev [Mal40]). Γ̂ = {1} =⇒ Γalg = {1}.
Proof. Indeed, if ρ : Γ → GLr(C) is a representation, then Q = Im(ρ) lies in
GLr(A) where A is a ring of finite type over Z. Let m ⊂ A be a maximal ideal,

so with finite residue field A/m, and define ι : A ↪→ Â = lim←−n∈NA/m
n to be the

completion of A at m. Then ρ is non-trivial if and only if ι ◦ ρ : Γ → GLr(Â) is

non-trivial. As ι ◦ ρ factors through ρ̂ : Γ̂→ GLr(Â), then Γ̂ = {1} =⇒ ρ is trivial,
i.e. has image equal to the identity matrix Ir ∈ GLr(A).

□

Remark 3.2. If Γ is not finitely generated, the implication of the theorem might
be wrong. For example, let Γ = Q, then Γ̂ = {1}, but e.g. the representations
χ : Q → GL1(C), n 7→ exp(2π

√
−1an) for some a ∈ C or ρ : Q → GL2(C), n 7→(

1 n
0 1

)
are non-trivial.

We now assume thatX is a smooth quasi-projective variety defined over C. Then
the Riemann-Hilbert correspondence [Del70] is an equivalence between complex
local systems and algebraic integrable connections on X which are regular singular
at infinity ([Del70]), or equivalently OX -coherent regular singular DX -modules.
On the other hand, the topological fundamental group π1(X(C), x) based at some
complex point x is finitely generated, even finitely presented but this is not used here
in the discussion, and by the Riemann Existence Theorem, its profinite completion
is Grothendieck’s étale fundamental group π1(XC, xC). So Malčev’s theorem can
be rephrased in the context of complex algebraic geometry by saying

Theorem 3.3 (Grothendieck [Gro70]). π1(XC, xC) = {1} =⇒ there are no non-
trivial OX-coherent regular singular DX-modules on X.

3.2. Over an algebraically closed field of characteristic p > 0. I am not
aware of a direct proof of Grothendieck’s theorem without passing through the
Riemann-Hilbert correspondence. Gieseker [Gie75, p.8] conjectured the ’‘same”
theorem over an algebraically closed field of characteristic p > 0.

Theorem 3.4 ([EM10], Theorem 1.1). Let X be a smooth projective variety defined
over an algebraically closed field k of characteristic p > 0. If π1(X) = {1}, there
are no non-trivial OX-coherent DX-modules.
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Proof. Following Katz [Gie75, Theorem 1.3], we first identify OX -coherent DX -
modules with Frobenius divided sheaves. Then the strategy consists, starting from
a non-trivial Frobenius divided sheaf E = E0 = Frob∗E1, E1 = Frob∗E2, . . . of
rank r, to find a non-trivial vector bundle M of rank r with the property that
(Frobn)∗(M) ∼= M for some n ∈ N>0. Indeed the underlying Lang torsor under
GLr(Fpn) is finite étale over X, thus has to be trivial by assumption, so M has to
be trivial, a contradiction. To this aim, we observe that the Frobenius divisibility
forces all kinds of Chern classes of E to be trivial and Ei itself to be stable for i
large if the object (E0, E1, E2, . . .) itself is simple. So we consider in the moduli
of vector bundles of rank r with vanishing Chern classes the Zariski closure of the
locus of the En for n large, on which Frobenius is a rational dominant map. We
can then specialize the situation to X over F̄p and apply Hrushovski’s theorem
to the effect that there are (many) preperiodic points. By the above discussion,
those yield non-trivial Lang torsors of XF̄p

, thus by Grothendieck’s specialization
homomorphism, also a non-trivial finite étale cover of X, a contradiction. □

Remarks 3.5. 1) Hrushovski’s proof [Hru04], which relies on model theory, has
been meanwhile proven purely in the framework of arithmetic geometry by Var-
shavski, see [Var18].

2) The core of the proof is to find such an M with (Frobn)∗(M) ∼= M for some
n ∈ N>0. This unfortunately does not seem to be deducible from Katz’ ’Riemann-
Hilbert’ theorem in characteristic p > 0 or its (so far) ultimate generalization
[BL17]. So in the present state of understanding, we cannot draw a parallel with
the complex proof.

The category of OX -coherent DX -modules is equivalent to the one of crystals in
the infinitesimal site, as developed by Grothendieck. This led J. de Jong to pose
the following vast strengthening of Gieseker conjecture (Theorem 3.4):

Conjecture 3.6 (de Jong 2010, see [ES18]). Let X be a smooth projective variety
defined over an algebraically closed field k of characteristic p > 0. If π1(X) = {1},
there are no non-trivial isocrystals.

There are (very) partial results on the conjecture, see notably [ES18, Theo-
rem 1.2]. The main obstruction to our understanding lies in the prefix “iso”. All
approaches I know start with the mod p reduction of a crystal associated to an
isocrystal and try

• to use again an argument as in the proof of Theorem 3.4 on the existence
of M , with some sharpening (see [ES18, Proposition 3.2]), so ultimately
it relies on Hrushovski’s theorem; this also requests vanishing results for
Chern classes of the mod p reduction of crystals, see [ES19], which have
been generalized by Bhatt-Lurie (unpublished);

• so to trivialize the crystal itself (see e.g. [ES18, Corollary 3.8]), not only
the isocrystal.

In rank 1 it is irrelevant (see [ES18, Lemma 2.12]), not however in higher rank. One
would wish to find a Frobenius invariant isocrystal on the scratch, without passing
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through randomly chosen underlying crystals. However Hrushovski’s theorem is no
longer of help.

3.3. Over a p-adic field. The wish would be to have a version of de Jong’s conjec-
ture for prismatic “iso”-crystals. Here one problem is that the notion of prismatic
crystals is documented ([BS21]), not however the one of prismatic isocrystals. One
question is what one has to invert to make the problem meaningful. The formula-
tion should also be compatible with a complex embedding of the p-adic field and
the initial Grothendieck formulation over C.



20 HÉLÈNE ESNAULT

4. Lecture 4: Interlude on some Similarity between the
Fundamental Groups in Characteristic 0 and p > 0

Abstract. We describe two theorems concerning the structure of the (tame)

fundamental group of a smooth (quasi)-projective variety in characteristic
p > 0. The first one [ESS22] shows a similarity with the complex situa-

tion concerning the finite presentation and ultimately relies on a theorem of

Lubotzky [Lub01], the second one [ESS22b] yields a new obstruction for a
smooth projective variety in characteristic p > 0 to lift to characteristic 0 and

ultimately relies on Grothendieck’s specialization homomorphism. In particu-

lar, and interestingly, the second one shows that we cannot explain the finite
presentation of the first one by a lifting argument. In Lecture 4 we treat the

finite presentation, in Lecture 5 the obstruction.

4.1. Lubotzky’s theorem.

Definition 4.1 ([Lub01], p.1 of the Introduction). A profinite group π is said to
be

1) finitely generated if there is a free profinite group F on finitely many gen-

erators and a continuous surjection F
ϵ−→ π;

2) finitely presented if it is finitely generated and Ker(ϵ) is finitely generated
as a closed normal subgroup of F .

Concretely, in 1) there are finitely many elements fi, i = 1, . . . , N in F such that
the abstract subgroup ⟨f1, . . . , fN ⟩ ⊂ F surjects to any finite quotient π → G in the
profinite structure of π. For 2) there are finitely many elements rj , j = 1, . . . ,M
in F such that Ker(F → π) is spanned by ⟨frjf−1, j = 1, . . . ,M, f ∈ F ⟩. Finite
generation and presentation are well defined, they do not depend on the chosen
presentation. For the finite generation, it is very classical, for the finite presentation,
a slick way is simply to apply the following theorem.

Theorem 4.2 (Lubotzky [Lub01], Theorem 0.3). π is finitely presented if and only
if it is finitely generated and in addition there is a constant C ∈ R>0, such that
for any r ∈ N>0, for any prime number ℓ, for any continuous linear representation
ρ : π → GLr(Fℓ), it holds

dimFℓ
H2(π, ρ) ≤ C · r.

Example 4.3. The standard example is given by π being the profinite completion
of an abstract finitely presented group, in the classical sense, so with the same
definition without topology.

4.2. Tame fundamental group. Let X be a regular connected scheme. For x a
closed point of the normal compactification X̄ of X, we denote by k(X)x the field
of fractions of the completed local ring of X̄ at x. For a connected finite étale cover
π : Y → X, we denote by Ȳ the normalization of X̄ in the field of functions on Y .
Any closed point x ∈ X̄ defines for any closed point y ∈ Ȳ above x a finite field
extension k(X)x ↪→ k(Y )y.

Definition 4.4 ([KS10], Introduction and Theorem 1.1). 1) If X has dimension
1, a finite étale cover π : Y → X is tame if and only if all the field extensions
k(X)x ↪→ k(Y )y are tame, that is the indexes of ramification are prime to p and
the residual extension k(x) ↪→ k(y) are separable.
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2) In higher dimension, π is tame if and only if for any morphism of a normal
dimension 1 scheme C → X, the induced morphism C ×X Y → C is tame on all
the irreducible components.

4.3. Grothendieck’s specialization homomorphism, [SGA1], Exposé X, Ex-
posé XIII. Let XS → S be a smooth morphism, where S is any scheme. We

consider two field value points Spec(F ) → S and Spec(k)
s−→ S with the property

that Spec(k) lies in the Zariski closure of Spec(F ). So there is an irreducible sub-

scheme Z ⊂ S such that s ∈ Z is a point and O(Z)→ F is injective. Let Ẑs is the

completion of Z at s, and F ↪→ F̂s a field extension such that F̂s contains O(Ẑs).
If X is not proper, we assume in addition that it admits a compactification

XS ↪→ X̄S so X̄S → S is smooth proper, and X̄S \ XS → S is a relative normal
crossings divisor with smooth components. We call it a good compactification (over
S). So we have a diagram

Spec(F̂s) // Ẑs soo

together with the scheme over it

XF̂s

��

// X
Ẑs

��

Xs
oo

��
Spec(F̂s) // Ẑs soo

We denote by F̂ s ⊃ F̂s and k̄ ⊃ k algebraic closures, the latter defining s̄ → s.
Then, upon choosing an S-point xS : S → XS , one defines [SGA1, Exposé XIII
2.10] a specialization homomorphism

spF̂s,s
: πt1(XF̂s

, xF̂s
)→ πt1(Xs, xs)

which is the composite of the functoriality homomorphism

πt1(XF̂s
, xF̂s

)→ πt1(XẐs
, xs)

with the inverse of the base change isomorphism

πt1(Xs)
∼=−→ πt1(XẐs

).

Finally one has the functoriality homomorphism

πt1(XF̂s
, xF̂s

)→ πt1(XF , xF )

which is an isomorphism in restriction to the geometric fundamental groups

πt1(XF̂ s
, x
F̂ s

)
∼=−→ πt1(XF̄ , xF̄ ).

Taken together this defines the specialization homomorphism

spF,s : π
t
1(XF , xF )→ πt1(Xs, xs)

which, while restricted to the geometric fundamental groups, defines the special-
ization homomorphism

spF̄ ,s̄ : π
t
1(XF̄ , xF̄ )→ πt1(Xs̄, xs̄).

The specialization homomorphisms spF,s and spF̄ ,s̄ are surjective, and spF̄ ,s̄ induces
an isomorphism on the pro-p′-completion [SGA1, Exposé XIII 2.10, Corollaire 2.12].
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4.4. Finite generation. We apply Grothendieck’s specialization homomorphism
in the following situation. Let X be smooth projective defined over a characteristic
0 field together with a good compactification X ↪→ X̄, let XS ↪→ X̄S be a good
compactification over S as in Section 4.3. Upon choosing a S-point xS : S → XS ,
we have the specialization homomorphism

spF,s : π1(XF , xF )→ πt1(Xs, xs)

where F is a geometric point of Xk(S) which specializes to a F̄p-point s of S. (Be-
ware we slightly change the notation as compared to Section 4.3 as we consider
only the geometric fundamental groups). Taking F = C then π1(XF , xF ) is by
Riemann existence theorem [SGA1, Exposé XII, Théorème 5.1] the profinite com-
pletion of π1(X(C), x(C)), the latter being itself an abstract finitely presented group,
see [Esn17, Theorem 1.1]. Thus πt1(Xs, xs) is finitely generated.

Theorem 4.5 ([ESS22], Theorem 1.1). Let X be a smooth quasi-projective variety
defined over an algebraically closed field k of characteristic p > 0, with a good
compactification X ↪→ X̄. Then πt1(X) (based at any geometric point x) is finitely
presented.

Remark 4.6. 1) The tameness assumption is necessary. If X is not proper, “in
the rule” π1(X) is not finitely generated. For example, for each natural number s,
and a choice of s natural numbers mi prime to p and pairwise different, the Artin-
Schreier covers yp − y = zmi of the affine line A1

k = Spec(k[z]) yield a surjection
π1(A1

k) ↠ ⊕si=1Z/pZ.

2) We need the good compactification assumption in the argument but it should
not be necessary as the result does not see the good compactification. In addition
we (perhaps ?) believe in resolution of singularities. We’ll mention in the proof
which replacement for resolution of singularities we need, which might be called a
“numerical resolution”. Hübner and Temkin announced a solution to the problem.

4.5. Proof of Theorem 4.5, the ℓ ̸= p part. We could call this part of the proof
a “SGA type proof”. All the ingredients are contained there. We have to prove the
linear growth in r of H2(πt1, ρ) for a representation

ρ : πt1 → GLr(Fℓ)

(which is necessarily continuous). Here we simplify the notation πt1(X,x) to πt1
and π1(X,x) to π1. We denote by Xρ → X the cover defined by Ker(ρ) which by
assumption factors the universal tame cover Xt → X. We split the universal cover
based at x

X̃

π1

((
K
// Xt

!!

πt
1

// X

Xρ

OO

We denote by M the underlying vector space ⊕r1Fℓ of the ρ-representation. The
Hochshild-Serre spectral sequence yields the exact sequence

(H1(K,Fℓ)⊗M)π
t
1 → H2(πt1,M)→ H2(π1,M).
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By definition there is no Fℓ-abelian quotient of K, thus

(⋆) 0 = H1(K,Fℓ) = H1(Kab,Fℓ),

from which we derive H2(πt1,M) ↪→ H1(π1,M). On the other hand, the Hochshild-
Serre spectral sequence induces the exact sequence

(H1(X̃,Fℓ)⊗M)π1 → H2(π1,M)→ H2(X,M)

andH1(X̃,Fℓ) = 0. SoH2(π1,M) ↪→ H1(X,M) is injective as well. Taken together
this yields that the composed linear map

H2(πt1,M) ↪→ H2(π1,M) ↪→ H2(X,M)

is injective. We show the existence of the linear bound on the a priori larger group
H2(X,M).

By the Lefschetz theorem [EK16, Theorem 1.1 b)] we may assume that X is a
surface. Using an “ample” curve C → X in good position so the compactification
of C and the boundary of X form a strict normal crossings divisor and X \ C is
affine, purity yields the exact sequence

H0(C,M)→ H2(X,M)→ H2(X \ C,M).

As dimFℓ
H0(C,M) ≤ r, we thus may assume that X is affine. On the other hand,

by Deligne’s theorem [Ill81, Corollaire 2.7], tameness implies

χ(X,M) = rχ(X,Fℓ)

and we always have

χ(X,Fℓ) = χ(X,Qℓ).
The latter group is independent of ℓ ̸= p by Deligne’s purity [Del80, Théorème 3.3.1].

This reduces the problem to bounding linearly the growth of H1(X,M). From
the exact sequence

0→ H1(πt1,M)→ H1(π,M)→ (H1(K,Fℓ)⊗M)π
t
1 ,

again using (⋆), we see that H1(X,M), which is equal to H1(π1,M), is equal to
H1(πt1,M). As a 1-cocycle φ : πt1 →M fulfils φ(ab) = aφ(b) + φ(a), it holds

dimFℓ
H1(πt1,M) ≤ δr

where δ is the number of topological generators of πt1. This finishes this computa-
tion, which in fact can be performed even if we do not have a good model, using
alterations à la de Jong-Gabber-Temkin.

4.6. Proof of Theorem 4.5, the p part. We denote by j : X ↪→ X̄ the good
compactification. We denote by M the local system associated to M . The key
point is to relate H2(πt1,M) to a cohomology group which comes from cohomology
of some extension on X̄ of a local system M on X. Being able to use local systems
rather than abstract representations yields more flexibility as we have at disposal
the cohomology of all kinds of constructible extensions of the local systems as
opposed to just group cohomology.

Theorem 4.7. There is an injective Fp-linear map

H2(πt1(X),M)→ H2(X̄, j∗M).
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Proof. First let us fix what we have to prove: it holds

H2(πt1,M) = lim−→
U⊂πtopen normal

H2(GU ,M
U ), GU = πt1/U.

For each such U we define the fibre square

XU

hU

��

jU // X̄U

h̄U

��
X

j // X̄

where hU is the tame Galois cover defined by GU and X̄U is the normalization of X̄
in the field of functions k(XU ) of XU . As j is a normal crossings compactification,
h̄U is numerically tame in the sense of [KS10, Section 5], see [KS10, Theorem 5.4
(a)]. Thus by [Gro57, Corollaire p.204] one has a simple way to compute the
equivariant cohomology groups Hn(X̄, j∗M):

R>0h̄GU

U∗ jU∗M
U = 0,

Hn(X̄U , GU , jU∗M
U ) = Hn(X̄, j∗M).

We conclude that the spectral sequence converging to equivariant cohomology

Eab2 = Ha(GU , H
b(X̄U , jU∗M

U ))⇒ Ha+b(X̄U , GU , jU∗M
U ),

for each U ⊂ Ker(ρ) yields a short exact sequence

H0(GU , H
1(X̄U , jU∗M

U ))→ H2(GU , H
0(X̄U , jU∗M

U ))→ H2(X̄, j∗M)

where

H1(X̄U , jU∗M
U )GU = (H1(X̄U ,Fp)⊗Fp

M)GU .

On the other hand, H1(X̄U ,Fp)→ H1(XU ,Fp) is injective and again by (⋆) it holds
limUH

1(X̄U ,Fp) = 0.
□

Remark 4.8. We see that the main point is that a good normal crossings com-
pactification implies that the tower hU is numerically tame. The problem implicitly
posed is the following: how, out of a random normal compactification, can we con-
struct one such that for U ⊂ πt open normal, hU is numerically tame.

Once there, we can cut down again by a Lefschetz type argument ([EK16, The-
orem 1.1 b)]) to surfaces and on them, using the Artin-Schreier exact sequence

0→ j∗M →M
1−F−−−→M→ 0

where M is a locally free sheaf on X̄ with restriction to X equal to M ⊗Fp
OX ,

and the classical fact that this sequence remains exact on cohomology, we are
reduced to bounding above dimkH

2(X̄,M) linearly in r, which is the same as
dimkH

0(X̄,M∨ ⊗ ωX̄). We are back to cohomology of coherent sheaves.

Now the main point is the following. If h : Y → X is the Galois cover defined by
the monodromy representation ofM , with Galois group G, thus h∗M is trivial. Let
h̄ : Ȳ → X̄ be its compactification as above, then M = (h̄∗L)G, so h̄∗M ⊂ L :=
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H0(Y, h∗M)⊗Fp
OȲ and as a consequence of Abhyankar’s lemma, tameness implies

L⊗ h̄∗OX̄(−D) ⊂ h̄∗M for D = (X̄ \X)red. Those two informations together yield

L ⊗ h̄∗OX̄(−D) ⊂ h̄∗M⊂ L
which is a boundedness statement. This enables us to conclude that the restriction
map

H0(X̄,M∨ ⊗ ωX̄)→ H0(C ∩ C ′,M∨ ⊗ ωX̄)

is injective for C,C ′ generic curves in the linear system of H′ = H⊗ωX̄(D), where
A is chosen to be very ample and we request H′ to be very ample as well. Note
H and H′ depend only on X and r. On the other hand, C ∩ C ′ is the union of
c2(H′)-points so the right hand side of the inequality is equal to c1(H′)2 · r. This
finishes the proof.
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5. Lecture 5: Interlude on some Difference between the
Fundamental Groups in Characteristic 0 and p > 0

Abstract. See the Abstract of Lecture 4: we show here the existence of an

obstruction to lift a smooth (quasi-)projective variety defined over an alge-

braically closed field k of characteristic p > 0 to characteristic 0 which relies
purely on the shape of its (tame) fundamental group.

5.1. Serre’s construction. This problem has been addressed for the first time
by Serre [Ser61]. We use the notation of Section 4.2 but assume more concretely
that k is an algebraically closed field of characteristic p > 0, Xk =: X is smooth
projective and obtained as follows. There is a finite Galois étale cover Y → X
such that Y ↪→ Pn is a smooth complete intersection of dimension ≥ 3. So in
particular π1(Y ) = {1}. In addition, the Galois group G is the restriction of a
linear action ρ : G → GLn+1(k). Then [Ser61, Lemma] shows that if X lifts
to XR with S = Spec(R), R a noetherian local complete ring, then ρ lifts to
ρR : G → PGLn+1(R), which is not possible if the cardinality of the p-Sylow
subgroups of G is large.

5.2. Various obstructions. We mention three major directions of obstructions
which have been settled since Serre’s work. Clearly this list is not exhaustive.

Deligne-Illusie in [DI87] proved that X smooth proper, lifting toW2(k), k perfect
of characteristic p > 0, has the property that its Hodge to de Rham spectral
sequence degenerates in E1. This yields an obstruction to lift toW2(k) as examples
for which the spectral sequence does not degenerate were previously known [Ray78].
This has been the basis of vast further developments.

Achinger-Zdanowicz construct in [AZ17] specific varieties which are non-liftable
to characteristic 0 by blowing up the graph of Frobenius which is assumed to be non-
liftable in a rigid variety with no corner piece of the F -filtration. It is remarkable
that their example has cohomology of Tate type.

van Dobben de Bruyn proved that if X ⊂ C3 is a smooth ample divisor where C
is a supersingular genus ≥ 2 curve over F̄p, then X does not lift to characteristic 0,
nor does any smooth proper variety which is rationally dominant over X, [vDdB21,
Theorem. 1]. The main property [vDdB21, Theorem. 2] is that if XS → S lifts
X, and X admits a morphism to a smooth projective genus ≥ 2 curve C, then
after possibly base changing with an inseparable cover of C, the morphism lifts to
characteristic 0.

5.3. An abstract obstruction to lift to characteristic 0, based on the struc-
ture of the fundamental group. The Hodge-de Rham obstruction singled out
by Deligne-Illusie is of theoretical nature, that is it does not depend on a concrete
way to construct the variety. However it is not an obstruction to lift to characteris-
tic 0; there are schemes which lift to characteristic 0, yet in a ramified way, not over
W2. A classical example is a supersingular Enriques surface over k algebraically
closed of characteristic 2, see [Ill79, Proposition II.7.3.8]. The other obstructions
to lift to characteristic 0 rely on the construction of the variety.

The aim of the remaining part of Chapter 5 is to show that there is an essential
difference between the prime to p quotient of the fundamental group of varieties
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in characteristic p > 0 and the one in characteristic 0. It provides a conceptual
obstruction. It is in contrast with the similarity we explained in Lecture 4, where
we showed that the (tame) fundamental group of a smooth (quasi-)projective va-
riety defined over an algebraically closed field of characteristic p > 0 (admitting a
good compactification) is finitely presented, as it is in characteristic 0. It is also in
contrast with the foundational theorem by Achinger [Ach17, Theorem 1.1.1] after
which every connected affine scheme of positive characteristic is a K(π, 1) space
for the étale topology. His theorem notably says that affine varieties over an alge-
braically closed field in characteristic p > 0 are analog to Artin neighborhoods in
characteristic 0, see [SGA4, Exposé XI]. The theorem means precisely that for any
locally constant étale sheaf of finite abelian groups F on X, the homomorphisms

Hi(π1(X,x),Fx)→ Hi(X,F)
coming from the Hochshild-serre spectral sequence are isomorphisms for all i. Here
x → X is a geometric point. It has not really been documented in the literature,
but we could think of Achinger’s theorem as the building block of the theory of
étale cohomology, reducing it to continuous group cohomology. In this direction,
we mention [BGH18, Theorem 13.0.1], a reference kindly provided by one of the
referees.

5.4. Main definition.

Definition 5.1 (See [ESS22b], Definition A). A profinite group π is said to be p′-
discretely finitely generated (resp. p′-discretely finitely presented) if there is a finitely
generated (resp. presented) discrete group Γ together with a group homomorphism
γ : Γ→ π such that

(1) the profinite completion γ̂ : Γ̂→ π is surjective;
(2) for any open subgroup U ⊂ π with ΓU := γ−1(U) the restriction γU : ΓU →

U induces a continuous group isomorphism on pro-p′-completions

γ
(p′)
U : Γ

(p′)
U → U (p′).

Grothendieck’s specialization homomorphism 4.3 together with the lifting prop-
erty [EGAIV4, Théorème 18.1.2] imply that if π = π1(X,x) is the fundamental
group of a smooth proper variety X, then it is p′-discretely finitely presented (in
particular it is p′-discretely finitely generated), see [ESS22b, Proposition 2.7]. Prop-
erty (1) is also true for πt1(X,x) when there is a good compactification which comes
from characteristic 0. But to check it in the tower as requested in (2) is more subtle.
We thank the referee of [ESS22b] for kindly noticing this. Nonetheless the property
is true, see [ESS22b, Example 2.8].

Example 5.2. Of course if as in Example 4.3, π is the profinite completion of a
finitely presented (resp. generated) group, then π is p′-discretely finitely presented
(resp. generated).

Theorem 5.3 ([ESS22b], Theorem C). There are smooth projective varieties X
defined over an algebraically closed field k of characteristic p > 0 such that π1(X,x)
is not p′-discretely finitely generated. In particular this notion is an obstruction to
liftability to characteristic 0.

Remark 5.4. We remark that in view of Example 5.2 and of the finite presentation
of Theorem 4.5, Theorem 5.3 implies in particular that there are smooth projective
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varieties X defined over an algebraically closed field k of characteristic p > 0 such
that π1(X,x) is not the profinite completion of a finitely presented group. In fact,
this property is easier to see than Theorem 5.3 itself.

5.5. Independence of ℓ and Schur rationality. Let π be a profinite group, and
let φ : π ↠ G be a continuous finite quotient with kernel Uφ = Ker(φ). We denote
by Uabφ its abelianization. Then conjugation induces a commutative diagram

π //

φ

����

Aut(Uφ)

����

// Aut(Uabφ )

G // Out(Uφ)

99

If π is finitely generated, then Uφ is finitely generated so Uabφ is a finitely generated

Ẑ-module. We set

ρφ,ℓ : G→ GL(Uabφ ⊗Qℓ),

for the induced representation, with character

χφ,ℓ = Tr(ρφ,ℓ) : G→ Qℓ.

The first main point is the following proposition.

Proposition 5.5 (See [ESS22b], Propositions 3.4, 3.5). 1) If π is p′-discretely
finitely generated, then for all ℓ ̸= p, χφ,ℓ has values in Z and is independent of ℓ.
2) If X is a smooth projective variety defined over an algebraically closed charac-
teristic p > 0 field, and φ : π ↠ G is a finite quotient (thus in particular φ is
continuous), then for all ℓ ̸= p, χφ,ℓ has values in Z and is independent of ℓ.

Proof. The property 1) comes essentially from the definition: setting

Γφ = Ker(Γ(→ π)→ G)

we have for ℓ ̸= p the relation

Γabφ ⊗Z Qℓ = Uabφ ⊗Z Qℓ.

The property 2) is more interesting in view of the final result, see Theorem 5.10.
Let Y → X be the Galois cover with group G. Then

Uabφ ⊗Z Qℓ = H1(Y,Qℓ)∨.

As a consequence of the Weil conjectures, see [KM74], the characteristic polynomial
of g ∈ G acting on H1(Y,Qℓ) lies in Z[T ] and does not depend on ℓ.

□

Remark 5.6. Part 1) of the proposition makes clear that the independence of ℓ ̸= p
property is shared by all smooth projective varieties defined over an algebraically
closed field of characteristic p > 0, which in addition lift to characteristic 0. Indeed
then their fundamental group is p′-discretely finitely presented. Part 2) shows that
in fact the independence of ℓ ̸= p property is shared by all smooth projective
varieties defined over an algebraically closed field of characteristic p > 0. So the
property is not an obstruction to liftability. On the contrary, we shall use it now
in order to define our sought obstruction, which shall be a rationality obstruction.
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The second main point is the following Proposition.

Proposition 5.7 (See [ESS22b], Proposition 3.7). If π is p′-discretely finitely gen-
erated, then for any continuous finite quotient φ : π ↠ G, there is a Q-vector space
Vφ and a representation ρφ : G→ GL(Vφ) such that for every ℓ ̸= p, the relation

ρφ,ℓ = ρφ ⊗Q Qℓ
holds.

Proof. Indeed, Vφ = Γabφ and ρφ : G→ GL(Γabφ ⊗Q).
□

We turn this into a definition.

Definition 5.8 (See [ESS22], Definition 3.6). A profinite group π satisfying inde-
pendence of ℓ with the exception of p is Schur rational if for all finite continuous
quotients φ : π → G, there is a G-representation in a Q -vector space Vφ such that
for all ℓ ̸= p, the ℓ-adic representations Uab

φ ⊗Z Qℓ and Vφ ⊗Q Qℓ are isomorphic.

Remark 5.9. In fact, as we see in the proof, (Vφ, ρφ) has even an integral structure,
so is Schur integral, but our obstruction shall disregard this integrality property.

We now show the following theorem.

Theorem 5.10. The Schur rationality is an obstruction for a smooth projective
variety defined over an algebraically closed field of characteristic p > 0 to lift to
characteristic 0.

So we have to exhibit an example of a smooth projective variety X defined over
an algebraically closed field k of characteristic p > 0 such that π is not Schur
rational: we want a quotient φ : π ↠ G such that there is no rational Vφ as in
Definition 5.8.

5.6. The Roquette curve, combined with Serre’s construction. The Roquette
curve is the smooth projective curve C over Fp for p ≥ 3 which is the normal com-
pactification of the affine curve with equation

y2 = xp − x.

It is defined in [Roq70], has genus g = (p − 1)/2, is supersingular, and is the only
curve for p ≥ 5, (so g ≥ 2 and ρℓ is faithful), and p > g + 1 with the property that
the cardinality of its group of automorphisms G is larger than the Hurwitz bound
84(g−1). Precisely it is 2p(p2−1) and all automorphisms are defined over Fp2 . The
equation of C presents it as an Artin-Schreier cover of P1 \ P1(Fp). This realizes
Z/p =: N as a subgroup of G, which thus is a p-Sylow which is in fact normal. It is
not difficult to compute (see [ESS22b, Appendix A])) that ρℓ|N is non-trivial, thus
ρℓ is absolutely irreducible. The action of Qℓ[G] → End(H1(C,Qℓ)) has values in
Qℓ[G]→ EndFrob(H

1(C,Qℓ)), and is surjective by the absolute irreducibility. The
Tate conjecture identifies it with the action Qℓ[G]→ End0(C)⊗Qℓ. The quaternion
algebra End0(C) is ramified at p and ∞, which prevents ρφ,ℓ to be rational, see
[ESS22b, Proposition 4.6].

Proof of Theorem 5.10. We now take a smooth connected projective variety P de-
fined over Fp of dimension at least 3, so P is simply connected over F̄p, and on which
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G acts without fixpoints. We do Serre’s construction setting X = (C ×Fp
P )/G

where G acts diagonally. It yields an exact sequence

1→ π1(C)→ π1(X)
φ−→ G→ 1

which can be understood as the Galois sequence for the Galois étale cover C×FpP →
X or equivalently as the homotopy exact sequence for X → P/G. The action of G
on H1(C ×F̄p

P,Qℓ) = H1(CF̄q
,Qℓ) is the same as the outer action studied above.

So it is not Schur rational. Consequently X does not lift to characteristic 0. This
finishes the proof.

□
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6. Lecture 6: Density of Special Loci

Abstract. By a theorem of Clemens and Landman, see [Gri70, Theorem. 3.1]

in complex geometry and Grothendieck [SGA7.2, XIV 1.1.10] in arithmetic
geometry, geometric (complex or ℓ-adic) local systems have quasi-unipotent

monodromies at infinity. We explain in this section why this property is good
for going from complex models to models over finite fields, and why in the Betti

moduli space the complex local systems with quasi-unipotent monodromy at

infinity are Zariski dense. Further, we report on [BGMW22], [LL22a], [LL22b]
showing that the arithmetic local systems on geometric generic curves in low

rank cannot be Zariski dense in their Betti moduli, contrary to what was

expected in [EK20, Question 9.1 (1)] and [EK23, Conjecture 1.1]. Finally we
report on the concept of weakly arithmetic local systems defined in [dJE22,

Section 3], which in particular have quasi-unipotent monodromies at infinity,

and show that they are Zariski dense in their Betti moduli. So for certain
problems (to be defined) one would then wish to follow Drinfeld’s method

[Dri01] to conclude that it is enough to check them on weakly arithmetic local

systems.

6.1. Definitions. For the definition we only need X to be a normal variety and
X ↪→ X̄ to be a normal compactification. This defines the codimension 1 compo-
nents Di in X̄ \X and small loops Ti around there. A representation

ρ : π1(X,x)→ GLr(C)

has quasi-unipotent monodromies at infinity if ρ(Ti) is quasi-unipotent. This prop-
erty does not depend on the choice of the compactification [Kas81, Thm.3.1]. See
[EG21, Section 3] where the concept is used also for GLr replaced by any linear
algebraic group as well.

Set π = π1(X(C), x(C)) for the topological fundamental group based at some
complex point. The framed character variety Ch(π, r)□ is defined to be the affine
variety defined over Z by the moduli functor which takes affine rings R to the set
Hom(π,GLr(R)). It is a fine moduli functor and the resulting scheme is also called
the framed Betti moduli MB(X, r)

□, also defined over Z. The group GLr acts by
conjugation (gauge transformations) on Ch(π, r)□. Its categorial quotient

Ch(π, r) = Ch(π, r) �GLr,C

defined by

O(Ch(π, r)) = O(Ch(π, r)□)GLr

is the character variety, also called the Betti moduli space MB(X, r). Its complex
points are isomorphism classes of semi-simple local systems of rank r. The fibres
of MB(X, r)

□ → MB(X, r) are the closures of GLr-orbits. Such an orbit is closed
over an irreducible complex local system.

6.2. Why quasi-unipotent monodromies at infinity. The first reason is that
geometric local systems have quasi-unipotent monodromies at infinity. We indicate
Brieskorn’s complex proof [Del70, p.125]: by base change we may assume that

Y
g−→ U ↪→ X is defined over a number field. So the eigenvalues λi of the residues

of the Gauß-Manin connections lie in Q̄. On the other hand, the Gauß-Manin local
system is defined over Z, as this is the variation of the Betti cohomology of g, so
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the eigenvalues of the monodromy at infinity lie in Q̄. By [Del70, Corollaire 5.6,
p.96] µi = exp(2π

√
−1λi). We conclude by Gelfond’s theorem that λi ∈ Q.

A second reason is as follows. Let S be an affine scheme of finite type over Z
with O(S) ⊂ C, such that X ↪→ X̄ and a given complex point x ∈ X have a model
XS ↪→ X̄S as a relative good compactification and xS as an S-point of XS . We
assume moreover that the orders of the eigenvalues of the Ti are invertible on S. For
any closed point s ∈ |S| of residue field Fq of characteristic p > 0, with a F̄p-point
s̄ above it, we denote by

spC,s̄ : π1(XC, xC)→ πt1(Xs̄, xs̄)

the continuous surjective specialization homomorphism to the tame fundamental
group [SGA1, Exposé XIII 2.10, Corollaire 2.12] and Section 4.3. Precomposing
with the profinite completion homomorphism

π1(X(C), x(C))→ π1(XC, xC)

yields

sptopC,s̄ : π1(X(C), x(C))→ πt1(Xs̄, xs̄)

which is compatible with the local fundamental groups, see [Del73, Section 1.1.10].
This enables one to transpose the quasi-unipotent monodromy condition to Xs̄.

Finally we understand well how the Galois group Γ of F = Frac(O(S)) acts on
the image T ét

i of the Ti in π1(XC, xC), see [SGA7.2, XIV.1.1.10], [EK23, Lemma 2.1].

Lemma 6.1. For each 1 ≤ i ≤ s the action of γ ∈ Γ on π maps T ét
i to (T ét

i )χ(γ),

where χ : Γ→ Ẑ× is the cyclotomic character.

6.3. Density Theorem for quasi-unipotent local systems.

Theorem 6.2 ([EK23], Theorem 1.3). The set of ρ ∈ Ch(π, r)□(C) with quasi-
unipotent monodromy at infinity is Zariski dense in Ch(π, r)□(C).

Proof. Let Q ⊂ Ch(π, r)□(π)(C) be the Zariski closure of the set of quasi-unipotent
representations. Assume Q ̸= Ch(π, r)□(C).

For each local monodromy at infinity Ti ⊂ π, choose gi ∈ Ti. We have a mor-
phism

M = Gsm
φ

��
Ch(π, r)□

ψ□

// N =
∏s
i=1(Ar−1 ×Gm)

of affine schemes of finite type over C defined for each i = 1, . . . , s by the coefficients
(σ1(ρ(gi)), . . . , σr(ρ(gi))) ∈ N of the characteristic polynomials

det(T · Ir − ρ(gi)) = T r − σ1(ρ(gi))T r−1 + . . .+ (−1)rσr(ρ(gi))

of a representation ρ : π → GLr(C). (The morphism ψ□ factors through Ch(π, r),
but we do not use Ch(π, r) in this lecture). There is a scheme B of finite type
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over Z with factorization Z→ O(B)→ C over which the diagram (ψ□, φ) and the
inclusion Q ↪→ Ch(π, r)□ are defined. We write QB ↪→ Ch(π, r)□B and

MB = Gsm,B
φB

��
Ch(π, r)□B

ψ□
B // NB =

∏s
i=1(A

r−1
B ×Gm,B)

Using the section Γ → π1(XF , xC) given by xF , the Galois group Γ acts by
conjugacy on π1(XC, xC), thus on the set of closed points |Ch(π, r)□|. Since a
closed point z ∈ |Ch(π, r)□| has finite monodromy, its stabilizer Γz ⊂ Γ is an

open subgroup. It acts on the completion ( ̂Ch(π, r)□)z at z. Said differently, the
action Γ → Aut(|Ch(π, r)□|) is continuous. Furthermore, Lemma 6.1 enables one
to extend the action of Γ on the diagram (ψ□

B , φB) in a compatible way with the

action on |Ch(π, r)□|.

Set TB to be the reduced Zariski closure of Im(ψB) and SB = φ−1
B (TB). As

Ch(π, r)□(C) \ Q ̸= ∅, Ch(π, r)□B \ QB dominates B. So in particular, TB and
thus SB dominate B as well. By generic smoothness, the smooth locus Ssm

B over

B dominates B. By generic flatness for ψB restricted to Ch(π, r)□B \QB , its image

meets φB(S
sm
B ) (recall φB is finite). So there is a closed point z ∈ |Ch(π, r)□B \QB |

such that

• ψ□ is flat at z,
• y = ψ□

B(z) ∈ φB(Ssm
B ).

We also fix a closed point x ∈ Ssm
B ∩φ

−1
B (y). Let Γ′ be the intersection of stabilizers

Γx ∩ Γz, which is thus open in Γ, and let b ∈ B be the image of the points x, y, z.

So the closed subscheme (ŜB)x ↪→ (M̂B)x is Γ′-stable. We abuse notation and set
Γ′ = Γ.

We now take s ∈ |S| a non-ramified closed point with residue field Fq of charac-
teristic p > 0 different from the residual characteristic ℓ of x. Then the Frobenius

Frobs lies in Γ and by Lemma 6.1 it acts on MB and (M̂B)x by multiplication with

q. By (as we are over (B̂)b, a variant of) de Jong’s conjecture [dJ01, Conjecture 1.1]
solved by Böckle-Khare [BK06] in specific cases and by Gaitsgory [Gai07] in general

for ℓ ≥ 3, there are Frobs-invariant points in (ŜB)x, flat over (B̂)b. So there are
points for which the coordinates in the group scheme MB are (q − 1) roots of 1

which are flat over (B̂)b. By flatness of ψB restricted to ( ̂Ch(π, r)□B \QB)z, there
is a point in ( ̂Ch(π, r)□B \QB)z, flat over (B̂)b. This yields a complex topological
local system outside of Q with eigenvalues of the Ti being (q − 1) roots of 1, a
contradiction. See [EK23] for more details.

□

6.4. Remarks. 1) When I lectured on zoom in December 2020, at the pic of corona,
on our density theorem 6.2 with Moritz Kerz, Ben Bakker and Yohan Brunebarbe
listened to the talk. They later on explained to us that they had a Hodge theoretical
proof of the result. This would be nice, as it would add one stone to the line of
similarities between complex and arithmetic methods.
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2) It would also be nice to single out subloci of the one consisting of complex
local systems with quasi-unipotent monodromies at infinity for which density is pre-
served. One element of answer is provided by [dJE22, Section 3], see Section 6.7,
in which we define the notion of weakly arithmetic local systems and prove their
density. Weakly arithmetic local systems have in particular quasi-unipotent mon-
odromies at infinity.

3) Of course, we should remark that if X was projective to start with, our
Theorem 6.2 would be void. Still if we think of varieties defined over number fields
and Belyi’s theorem, X = P1\{0, 1,∞} is the key scheme for many problems and so
clearly the monodromies at infinity span the whole fundamental group. In addition
if we think of analogies with the number theory case, where we look at Galois
representations, we have ramification at bad primes. Unlike what was hoped for
in [EK20, Question 9.1 (1)] and [EK23, Conjecture 1.1], the sublocus of arithmetic
points is not dense, thanks to the work of Biswas-Gupta-Mj-Whang [BGMW22]
in rank 2 and Landesman-Litt [LL22a], [LL22b] in any rank, see also [Lam22].
Some points of their construction is discussed in Section 6.6. Recall that given a
smooth quasi-projective variety X and a semi-simple representation ρ̄ : π1(X,x)→
GLr(Fℓa) for some a ∈ N>0, Mazur (and then Chenevier if ρ̄ is not absolutely
irreducible) associate to those data a deformation space of ρ̄. This is a formal
scheme over W (Fℓa) with the property that its Z̄ℓ-points parametrize isomorphism
classes of Q̄ℓ-local systems the semi-simplified residual representation of which is
isomorphic to ρ̄ (see [Maz89], [Che14] and [EK22, Proposition 4.3] specifically for
the description of the local systems.) It would truly be bad if the sublocus of
arithmetic points was not dense. In rank one it is, see [EK21, Theorem 1.3]. Over
C, as already mentioned in the previous paragraph, weakly arithmetic complex
local systems are dense.

6.5. Some other dense or not dense loci. We use the notation of Theorem 6.2
and fix some finite order conjugacy classes Ti of monodromies at infinity. Let
T ⊂MB(X, r)(C) be the set of complex points with finite monodromy and T (Ti) ⊂
MB(X, r, Ti)(C) be its intersection with MB(X, r, Ti). If T (Ti) is not empty, all

the Ti must have finite oder. We denote by T̄ , resp. T (Ti) the Zariski closure of T
in MB(X, r), resp. T (Ti) in MB(X, r, Ti) and similarly by T̄ an resp. T (Ti)

an
the

analytic closures. For any smooth complex variety Y , we denote by j : Y ↪→ Ȳ a
smooth projective compactification such that Ȳ \ Y is a normal crossings divisor.

Proposition 6.3. 1) If all the Ti have finite order, there is a finite Galois
étale cover h1 : Y1 → X such that for any L ∈ MB(X, r, Ti)(C), h∗L
extends to a local system on Ȳ1.

2) There is a finite Galois étale cover h2 : Y2 → X such that
a) for any L ∈ T , h∗L is a sum of r torsion rank 1 local systems;
b) for any L ∈ T̄ , h∗L is a sum of r rank 1 local systems.

3) If all the Ti have finite order, there is a finite Galois étale cover h3 : Y3 → X
such that
a) for any L ∈ T (Ti), h∗L extends to a sum of r rank 1 local systems on
Ȳ3;

b) for any L ∈ T (Ti)
an
, h∗L extends to a sum of r rank 1 unitary local

systems on Ȳ3.
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Proof. We prove 1). We consider the affine closed subschemes

MB(X, r, Ti)
□

q

��

// MB(X, r)
□

q

��
MB(X, r, Ti) // MB(X, r)

As MB(X, r, Ti)
□ is a fine moduli space, we have the universal representation

ρuniv : π1(X(C), x(C))→ GLr(O(MB(X, r)
□)).

As π1(X(C), x(C)) is finitely generated, Selberg’s theorem (as used in [And04,
Sections 8]) implies that there is a finite étale Galois cover h1 : Y1 → X such
that ρuniv(π1(Y1(C), y1(C))) is torsion-free. Here y1 ∈ Y1 lies above x. As the Ti
where assumed to have finite order, this implies that ρuniv|(π1(Y1(C),y1(C))) factors

through π1(Ȳ1(C), y1(C)). Any complex point ρ ∈ MB(X, r, Ti)
□(C) is defined as

the local system to ι ◦ ρuniv, where ι : O(MB(X, r, Ti)
□) → C is a complex point.

We conclude that all complex points of MB(X, r, Ti), restricted to Y1, extends to
Ȳ1, that is they have no ramification. This proves 1).

We prove 2)a). We use Jordan’s theorem as in [And04, Section 10]: there is a
finite étale Galois cover h2 : Y2 → X such that for all L ∈ T , h∗L is a sum of r
torsion rank 1 local systems. This proves 2)a).

We prove 2)b). The morphism h∗2 : MB(X, r) → MB(Y, r) is finite onto its
image, thus h∗(T̄ ) is the Zariski closure of h∗(T ) in MB(Y, r). On the other hand,
the locus in MB(Y, r) consisting sums of r rank 1 local systems is Zariski closed,
see Lemma 6.5. This proves 2)b).

We prove 3)a). See also [EL13, Theorem 5.1] for an analoguous statement for
vector bundles.

Taking now h3 : Y3 → X finite étale Galois dominating both h1 and h2, 1) holds
for h3. The extension to Ȳ3 defines the factorization

h∗3 :MB(X, r, Ti)
c∗−→MB(Ȳ3, r)

j∗−→MB(Y3, r)

where h∗3 is finite and its image is Zariski closed. So c∗ is finite and its image is
Zariski closed. As j∗ is furthermore Zariski closed, the Zariski closure of h∗3(T (Ti))
in MB(Y3, r) is the image by j∗ of the Zariski closure of c∗(T (Ti)) in MB(Ȳ3, r)

which itself is equal to c∗(T (Ti)). We apply Lemma 6.5 to conclude that c∗(T (Ti))
consists of local systems which split as a sum ⊕r1Li of r rank 1 local systems. This
proves 3)a).

We prove 3)b). We have to see that if L ∈ T (Ti)
an

then the Li are unitary. The
analytic closure of torsion rank 1 local systems on MB(Ȳ3, 1) is the space U(Ȳ3) of
unitary rank 1 connections, which is compact. Thus via the algebraic morphism
MB(Ȳ3, 1)

r → MB(Ȳ3, r)(↪→ MB(Y3, r)) the image of U(Ȳ3)
r → MB(Ȳ3, r)(↪→

MB(Y3, r)) is analytically closed. Thus c∗(T (Ti)
an
) lies in this image. This proves

3b)).
□

Remark 6.4. In Proposition 6.3 we cannot replace in 3) T (Ti) by T̄ and sim-
ilarly for the analytic version. Assume X = Gm then π1(X(C), x(C)) = Z and
MB(X, 1) = Gm, where for µ ∈ Gm(C) = C×, the associated local system L is
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defined by Z → C×, 1 7→ µ. Then T = µ∞ ⊂ C×, the subgroup of roots of
unity, its analytic closure is S1 ⊂ C×, the circle, its Zariski closure is the whole of
C×. However, h : Y → Gm has the property that Ȳ is isomorphic to P1, thus is
simply connected and non-torsion rank 1 local systems cannot be trivialized by a
finite étale cover. See also [And04, Remarque 7.2.3] for the same example used in
a similar spirit.

The following lemma ought to be well known, we write a short proof as we could
not find it in the literature.

Lemma 6.5. For any finitely generated group π, and natural number r ≥ 1, the
locus of complex points L in Ch(π, r) such that L is a sum of rank 1 representations
up to isomorphism is closed.

Proof. The structure morphism q : Ch(π, r)□ → Ch(π, r) endows Ch(π, r) with
the quotient topology, so Lemma 6.5 is equivalent to saying that the locus of
complex points ρ in Ch(π, r)□ which stabilize a complete flag, i.e. the associ-
ated graded splits Cr as a sum of rank 1 vector subspaces, is Zariski closed. Let
(1 = γ1, γ2, . . . , γs) be generators of π. Let Fl be the variety of complete flags on
Cr. Consider the algebraic map

Ch(π, r)□ → Hom(Fl, (Fl)s), (ρ 7→ [Fl ∋ F 7→ (Fl)s ∋ (γ1(F ), . . . , γs(F )]).

Let ∆ ⊂ (Fl)s be the diagonal. Then Hom(Fl,∆) ⊂ Hom(Fl, (Fl)s) is a closed
embedding, so its inverse image in Ch(π, r)□ is closed as well.

□

Proposition 6.3 2)b) is a convenient way to see that some L cannot be in T̄ , see
Example 6.6 and Corollary 6.8.

Example 6.6. Let ρ : π1(X(C), x(C)) → GLr(C) be a representation with the
property that ρ(π1(X(C), x(C))) is Zariski dense in G ⊂ GLr(C), where G =
GLr′(C) or G = SLr′(C) for some r′ with 2 ≤ r′ ≤ r. Then ρ is semi-simple and
its moduli point does not lie in T̄ .

6.6. Arithmetic local systems are not dense: the work of Biswas-Gupta-
Mj-Whang and Landesman-Litt. We sketch some aspects of the construction
referred to in Remark 6.4 2) by Aaron Landesman and Daniel Litt, which generalizes
in higher rank Theorem A and Lemma 3.2 of [BGMW22]. While the latter uses
the specificity of SL2 representations, which have finite monodromy if and only if
they do on specific loops, the former uses Hodge theory. We are grateful to the
two authors for their swift, precise and friendly answers to our questions. We just
develop some points of the arguments in a simplified geometric situation and refer
to their original articles [LL22a], [LL22b] for the complete statements and proofs.

6.6.1. Statement. Let f : X → S be a smooth family of genus ≥ 2 curves together
with a dominant morphism h : S → Mg, where Mg is the coarse moduli space of
genus g curves. We shall assume that f has a section S → X which is irrelevant for
the statements and their proofs. Let s ∈ S be a complex generic point. We denote
by Xs the fibre of f above s. For x ∈ Xs a geometric point, for example the one
on the section of f , the homotopy sequence

1→ π1(Xs(C), x(C))→ π1(X(C), x(C))→ π1(S(C), s(C))→ 1
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is exact. As the image of π1(Xs(C), x(C))→ π1(X(C), x(C)) is normal, the restric-
tion L|Xs to Xs of any semi-simple complex local system L on X is semi-simple.

Theorem 6.7 ([LL22b], Theorem 1.2.1). If a semi-simple local system L on X has
rank r <

√
g + 1, then L|Xs

has finite monodromy.

If r = 1, so in particular if g = 1, Theorem 6.7 is due to [BGMW22, Lemma 3.2]
by analyzing the effect of the Dehn twists on the images of the generators of
H1(Xx,Z) under the character representation. If r = 2 this is due to [BGMW22,
Theorem A], by analyzing the monodromy on specific loops. Also the theorem is
valid if L is not semi-simple. We won’t discuss this last step.

Corollary 6.8 ([LL22a], Corollary 1.2.10, Lemma 7.5.1). If g ≥ 2 and 2 ≤ r <√
g + 1, the image of the restriction morphism MB(X, r)→M(Xs, r) is not dense.

Proof of Corollary 6.8. We have to show that the moduli points corresponding to
local systems with finite monodromy are not Zariski dense. Let a1, b1, . . . , ag, bg, g ≥
2 be generators of π1(Xs(C), x(C)) with the single relation

∏g
i=1[ai, bi] = 1. Define

ρ : π1(Xs(C), x(C))→ GLr(C) by sending a1, a2 to the block matrices1 1 0
0 1 0
0 0 Ir−2

 1 0 0
1 1 0
0 0 Ir−2


and all the other generators aj for j ≥ 3 and bi for i ≥ 1 to Ir, where In is the unit
square matrix of size n× n. The monodromy group is dense in SL2(C) ⊂ GLr(C).
We apply Example 6.6.

□

Remark 6.9. As MB(π1(X(C), x(C)), r)□ → M(X, r) is surjective, we could
equally say in Corollary 6.8 that the image ofMB(π1(X(C), x(C)), r)□ →M(Xs, r)
is not dense. Said in words, a semi-simple local system on Xs which lifts to X lifts
as a semi-simple local system, and those are not dense for r small.

We keep the same notation as above. The morphism f : X → S descends to
f◦ : X◦ → S◦ over F◦ where F◦/Q is a field of finite type over Q. Thus F◦(S◦) ⊂
κ(x) ∼= C, the residue field of x. Recall that an ℓ-adic local system Lℓ on Xs is
arithmetic if it descends toXF , where F◦(S◦) ⊂ F (⊂ κ(x)) is a finite type extension.
Geometrically, it means that there is a dominant morphism T1 → S◦⊗F◦ F1 defined
over F1, a finite extension of F◦ such that F = F1(T1), and such that Lℓ is defined
over the fibre of the pull-back morphism f◦ ⊗S◦ T1 =: f1 : X◦ ⊗S◦ T1 =: X1 → T1
over the generic point Spec(F ). As the notion of arithmeticity does not depend
on the choice of such an F , see [dJE22, Remark 3.2], we’ll assume henceforth that
f1 admits a section T1 → X1, and then we abuse notation setting f = f1, so
also F = F◦(S). In particular, this guarantees that the homotopy sequence of
topological fundamental groups

1→ π1(Xs(C), x(C))→ π1(X(C), x(C))→ π1(S(C), s(C))→ 1

is exact, and by [And74, Proposition 3], if g ≥ 2 which implies that the center of
π1(Xs(C), x(C)) is trivial, that the induced homotopy sequence of étale fundamental
groups

(⋆) 1→ π1(Xs, x)→ π1(X,x)→ π1(S, s)→ 1

is exact as well.
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Corollary 6.10 ([LL22b], Theorem 8.1.2). If g ≥ 2 and 2 ≤ r <
√
g + 1, the

arithmetic local systems in MB(Xs, r)(Q̄ℓ) are not Zariski dense.

Proof. The action of Gal(F̄ /F ) on ℓ-adic local systems comes from the homotopy
exact sequence

1→ π1(Xx, x)→ π1(XF , x)→ Gal(F̄ /F )→ 1

and the action of Gal(F̄ /F ) on π1(Xx, x) via outer automorphisms (which can
be lifted to automorphisms thanks to the section). An ℓ-adic arithmetic local
system Lℓ,C descending to Lℓ,F ′ , for F ⊂ F ′(⊂ F̄ ) a finite Galois extension, is a
fixpoint under this action restricted to Gal(F̄ /F ′). We may assume F is equal to
F ′, and S′, the normalization of S in F ′, is equal to S. We restrict this action
to Gal(C(S)/C(S)) via the base change morphism Gal(C(S)/C(S)) → Gal(F̄ /F )
from F = F◦(S) to C(S). By left exactness of (⋆), the action factors through
π1(S, s). Thus in fact LF⊗F◦C descends to an ℓ adic local system on X. Viewed

as a topological local system with Q̄ℓ-coefficients, its restriction to Xs has finite
monodromy by choosing randomly a field isomorphism between Q̄ℓ and C and
applying Theorem 6.7. We apply Corollary 6.8. This finishes the proof. □

6.6.2. Rigidity. The notation is as in Section 6.6.1. We had already discussed
that an irreducible local system L has finite determinant. Moreover, by [LLSS20,
Lemma 2.1.1], [AS16, Proposition 2.4] and Lefschetz theory which implies that
the whole monodromy is recognized on good curves, it has quasi-unipotent mon-
odromies at infinity.

Recall that an irreducible complex local system L with finite determinant and
quasi-unipotent monodromies at infinity on a smooth variety X is called strongly
cohomologically rigid if

H1(X, End0(L)) = 0.

Here the upper index 0 indicates the trace free endomorphisms. This strong rigidity
notation was introduced and discussed in [EG21, Definition A.1.b)], as it is verified
for any irreducible local system on a Shimura variety of real rank ≥ 2. It implies
in particular that L is cohomologically rigid as the map

IC1(X, End0(L))→ H1(X, End0(L))

from intersection cohomology to cohomology is injective. Recall the integrality
theorem [EG18, Theorem 1.1], see the report on it in Section 7.5.

Theorem 6.11. If L is cohomologically rigid, then it is integral, so in particular
so is its restriction L|Xs

.

6.6.3. Proof of Theorem 6.7. To show finiteness of the monodromy of L|Xs
, we thus

only need two steps:

I) For r <
√
g + 1, L|Xs

is a direct sum of irreducible unitary local systems
Ui.

If so, as by the theorem of Krull-Schmidt this decomposition is unique, the action of
π1(S(C), s(C)) on the set {Ui}i is finite, so after a finite étale base change S′ → S,
Ui lifts to Ui to X ′ := S′ ×S X. So for the problem, we may assume S′ → S is the
identity.

II) Ui is strongly cohomologically rigid.
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If so, then applying Theorem 6.11 to the conjugates Lσ on the coefficients of the
monodromies of L, the local system (⊕σLσ)|Xs is then unitary and has by Theo-
rem 6.11 monodromy defined over Z, thus has finite monodromy.

Ad II): once we have the Ui, as Ui is irreducible, f∗End0(Ui) = 0 thus the Leray
spectral sequence yields

H1(X, End0(Ui)) = H0(S,R1f∗End0(Ui))

and II) is equivalent to

H0(S,R1f∗End0(Ui)) = 0.

This vanishing is going to be handled in I)c) below.

Ad I): starting with L, as the subgroup π(Xs(C), x(C)) ⊂ π1(X(C), x(C)) is nor-
mal, the restriction L|Xs is semi-simple. So one wants to prove that the summands
are all unitary. The way the authors proceed is as follows.

I)a) Show I) is true if L is a polarized complex variation of Hodge structures.
This is the content of [LL22a, Theorem 1.2.12] for which the bound is
slightly better, one needs only r < 2

√
g + 1.

I)b) If L is not from the beginning a polarized complex variation of Hodge
structures, we know by Simpson-Mochizuki [Moc06, Theorem 10.5] that
the connected component of MB(X, r) which contains the moduli point to
L contains also the moduli point of one such polarized complex variation
of Hodge structure which we denote by M.

I)c) Show that L|Xs = M|Xs . For this, one needs in the proof the sharper bound
r <
√
g + 1.

Let (E,∇) be the algebraic flat connection associated to L. The L|Xs
is unitary

if and only if E|Xs
is (slope) semi-stable. The proof of I)a) computes semi-stability

in low rank.
Ad I)c): recall that the tangent map of the restriction MB(X, r) → MB(Xs, r)

at the point M is identified with the restriction map

H1(X, End0(M))→ H1(Xs, End0(M)).

This map factors through

H0(S,R1f∗End0(M)) ⊂ H1(Xs, End0(M)).

So the first step for proving I)c) is to show the vanishing of H0(S,R1f∗End0(M)),
which in particular implies the vanishing needed for II) and so settles II). This is
performed using Deligne’s fix part theorem (see [LL22b, Theorem 1.7.1]). If both
M and M|Xs

were irreducible, the formality theorem of Goldman-Millson [GM88,
Proposition 4.4] applied to Xs and to X (by a wishful generalization to the non-
proper case) would enable to conclude that the homomorphism of completed lo-

cal rings ÔMB(Xs,r),M|Xs
→ ÔMB(X,r),M factors through ÔMB(Xs,r),M|Xs

M|Xs−−−→ C,
the closed point corresponding to M|Xs

, and consequently the restriction map
MB(X, r) → MB(Xs, r) contracts the connected component containing M to its
restriction M|Xs .

The proof proceeds by showing the vanishing

H0(S,R1f∗End0(MA)) = 0
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for any extension of M to a local system MA with coefficients in any local Artinian
ring A and for rank End0(M) < g, that is r <

√
g + 1. This is an essential point of

the proof and is performed using the Kodaira-Spencer class combined with Deligne’s
fix part theorem (see [LL22b, Theorem 6.2.1]). This implies that the tangent map
of MB(X, r) → MB(Xs, r) at the A-point MA dies. As this is true for all local

Artinian rings A, this shows that ÔMB(Xs,r),M|Xs
→ ÔMB(Xs,r),M|Xs

factors through

ÔMB(Xs,r),M|Xs

M|Xs−−−→ C (see [LL22b, Proposition 3.2.1]).

6.7. Weakly arithmetic complex local systems. In this section we report on
the notion of weakly arithmetic local systems introduced with Johan de Jong in
[dJE22, Section 3] which is weaker than the notion of arithmetic local systems.
With this weaker notion of arithmeticity, we can prove density in the Betti moduli
space. We refer to loc. cit. for complete statements and proofs.

6.7.1. Definitions. Let X be a smooth complex quasi-projective variety. We fix a
projective compactification X ↪→ X̄ such that X̄ \ X is a strict normal crossings
divisor. The compactification X ↪→ X̄ is defined over a field of finite type F ⊂ C,
and

(X ↪→ X̄) = (XF ↪→ X̄F )⊗F C.
It defines the algebraic closure F ⊂ F̄ ⊂ C of F . Recall that the homotopy exact
sequence

1→ π1(XF̄ , xF̄ )→ π1(XF , xF̄ )→ Gal(F̄ /F )→ 1

defines an action of Gal(F̄ /F ) on ℓ-adic local systems coming from the outer action
of Gal(F̄ /F ) on π1(XF̄ , xF̄ ). An arithmetic ℓ-adic local system on XF̄ is one which
has a finite orbit under this action. Equivalently it descends to XF ′ where F ⊂
F ′ ⊂ F̄ ⊂ C is a finite extension. Clearly for this definition we may replace F
by a finite extension in F̄ so assume that X has a rational point. Then the outer
action becomes just an action. More generally, we may replace F by a finite type
extension F ⊂ F ′ in F̄ as then the image of Gal(F̄ /F ′)→ Gal(F̄ /F ) is open so the
definition does not depend on the F chosen (see e.g. [dJE22, Remark 3.2]).

We choose a model XS of X over S a scheme of finite type over Z, with field of
fractions F , such that

(XF ↪→ X̄F , xF ) = (XS ↪→ X̄S , xS)⊗S F

where XS ↪→ X̄S is smooth relative compactification, X̄S \XS is a relative normal
crossings divisor. Then in fact an arithmetic local system Lℓ is unramified almost
everywhere on S, that is there is a dense open subscheme S◦ ⊂ S such that Lℓ, de-
fined on XF , descends to XS◦ , see e.g. [Pet22, Proposition 6.1] where the argument
is performed for S the spectrum of a number ring, and see references therein.

We have the specialization homomorphism

sptopC,F̄ : π1(X(C), x(C))→ π1(XF̄ , xF̄ )

which stems from the Riemann Existence Theorem equating π1(XC, xC) with the
profinite completion of π1(X(C), x(C)), then the base change continuous isomor-
phism equating π1(XC, xC) with the geometric étale fundamental group π1(XF̄ , xF̄ ),
which we can then postcompose with the continuous embedding π1(XF̄ , xF̄ ) →
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π1(XF , xF ) from the the geometric étale fundamental group to the arithmetic one.
In total this defines

sptopC,F : π1(X(C), x(C))→ π1(XF , xF ).

For any closed point s ∈ S with geometric point s̄ → S above it, we have a
specialization homomorphism

spF̄ ,s̄ : π1(XF̄ , xF̄ )→ πt1(Xs̄, xs̄)

which extends to

spF,s : π1(XF , xF̄ )→ πt1(Xs, xs̄).

By precomposing with sptopC,F̄ , sp
top
C,F , we obtain

sptopC,s̄ : π1(X(C), x(C))→ πt1(Xs̄, xs̄), sp
top
C,s : π1(X(C), x(C))→ πt1(Xs, xs̄).

where the upper script t indicates the tame fundamental group.

If τ : K1 → K2 is a homomorphism of fields, and L1 is a topological local system
defined over K1 by the homomorphism ρ : π1(X(C), x(C))→ GLr(K1), we denote
by LτK1

the local system defined over K2 obtained by post-composing ρ by the
homomorphism GLr(K1)→ GLr(K2) defined by τ .

Choosing quasi-unipotent conjugacy classes Ti in GLr(C) and a torsion rank 1
local system L on X(C̄), we recall that MB(X, r,L, Ti) is defined over a number
ring OK ⊂ C. We say that a complex point LC is weakly arithmetic if made ℓ-adic
for some ℓ, and descended to a tame ℓ-adic local system via sptopC,s̄ for some closed
point s ∈ of large characteristic, it is on Xs̄ arithmetic, that is it descends to Xs′

for s′ → s a finite extension below s̄. Formally, we write the definition as follows.

Definition 6.12 (See [dJE22], Definition 3.1). A point LC ∈MB(X, r,L, Ti)(C) is
said to be weakly arithmetic if there exist

i) a prime number ℓ and a field isomorphism τ : Q̄ℓ → C (so τ defines an
OK-algebra structure on Q̄ℓ via OK ⊂ C);

ii) a finite type scheme S such that (X ↪→ X̄, x,L, Ti) has a model over S;
iii) a closed point s ∈ |S| of residual characteristic different from ℓ;
iv) a tame arithmetic ℓ-adic local system Lℓ,s̄ on Xs̄ with determinant L and

monodromy at infinity in Ti;

such that LC and
(
(sptopC,s̄)

−1(Lℓ,s̄)
)τ

are isomorphic.

Remark 6.13. The choice of τ prevents the set of complex points inMB(X, r,L, Ti)
which are the moduli points of weakly arithmetic local systems to be a priori count-
able, while the set of complex points inMB(X, r,L, Ti) which are the moduli points
of arithmetic local systems is really countable. So in the present state of under-
standing, this is a “poor” approximation.

Notations 6.14. 1) Fixing (X, r,L, Ti), we denote by

W (X, r,L, Ti) ⊂MB(X, r,L, Ti)(C)
the locus of weakly arithmetic local systems.
2) Fixing (X, r,L), we denote by

W (X, r,L) = ∪{Ti}W (X, r,L, Ti) ⊂MB(X, r,L)(C)
the locus of all weakly arithmetic local systems of rank r and determinant L.
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6.7.2. Density.

Theorem 6.15 (See [dJE22], Theorem 3.5). 1) Fixing (X, r,L, Ti), W (X, r,L, Ti)
is dense in MB(X, r,L, Ti)(C).
2) Fixing (X, r,L), W (X, r,L) is dense in MB(X, r,L)(C).

Proof. Ad 1): Let TC be the Zariski closure of W (X, r,L, Ti) in MB(X, r,L, Ti)(C)
and TOK

be the Zariski closure of TC in MB(X, r,L, Ti). As TC is invariant under
the group AutOK

(C) of field automorphisms of C over OK , TOK
is the Zariski

closure of W (X, r,L, Ti) in MB(X, r,L, Ti).
If TC was not equal to MB(X, r,L, Ti)(C), we could choose a closed point z ∈

MB(X, r,L, Ti) of characteristic ≥ 3 which has irreducible monodromy. The quo-
tient morphism

MB(X, r,L, Ti)□ →MB(X, r,L, Ti)
in a neighbourhood of z is smooth, so it makes sense to talk on the irreducibility
of the monodromy. We assume in addition that it does not lie on TOK

, and that
it is smooth for the projection MB(X, r,L, Ti)(C)red → Spec(OK). We choose a
closed point s ∈ S◦ of characteristic p larger than the cardinality of the monodromy
group of z, the order of L and of the eigenvalues of the Ti. So the torsion local
system corresponding to z descends via spF̄ ,s̄ to Lz,s̄, a local system on Xs̄. Via the
identification of Mazur’s deformation ring Dz,s̄ ([Maz89, Proposition 1]) with the
formal completion of MB(X, r,L, Ti) at z, simply comparing the moduli functors,
see [dJE22, Proposition 2.2], we can apply Drinfeld’s argument [Dri01, Lemma 2.8]
to conclude: de Jong’s conjecture [dJ01, Conjecture 2.3], proved by Böckle-Khare
[BK06] in specific cases and by Gaitsgory [Gai07] for ℓ ≥ 3, implies that Lz,s̄ admits

a lift as a Z̄ℓ-local system on Xs̄ which is arithmetic. Then (sptopC,s̄)
−1(Lℓ,s̄,z) does

not lie in TOK
(Q̄ℓ). By invariance, for any τ , ((sptopC,s̄)

−1(Lℓ,s̄,z))τ does not lie on

T (C), a contradiction to the definition of weak arithmeticity.

Ad 2): By Theorem 6.2 ([EK23, Theorem 1.3]), for a torsion rank 1 local system L
given,

∪TiMB(X, r,L, Ti)
is dense in MB(X, r,L)(C). Combined with 1), this yields 2).

□

Remark 6.16. The notion of weakly arithmetic local systems in Definition 6.12 is
forced upon us by Drinfeld’s proof of Kashiwara’s conjecture in complex geometry
using de Jong’s conjecture over finite fields in [Dri01]. Without really explicitly
developing the concept, he proves density, and without explicitly mentioning it, he
gives an arithmetic proof of Simpson’s Hard-Lefschetz theorem for a semi-simple
complex local system on a smooth complex projective complex variety X ([Sim92,
Lemma 2.6]). We do not detail this last point here, we refer to [EK21, Theorem 1.1]
where we implement this strategy for the proof in rank r = 1 over F̄p. There is no
way we can generalize the r = 1 proof to higher rank. It uses strongly the shape of
MB(X, 1), a commutative group scheme which is the extension of a finite group by
a torus. In light of the proof of Theorem 6.15, one key point which is missing is the
possibility to go from ℓ to ℓ′, even in a non-canonical way (so without arithmeticity
and companions, see Section 7). May be it is also related to the notion of p′-discrete
generation (presentation) developed in Section 5.



LOCAL SYSTEMS 43

7. Lecture 7: Companions, Integrality of Cohomologically Rigid
Local Systems and of the Betti moduli space

Abstract. The notion of companions has been defined by Deligne in [Del80,

Conjecture 1.2.10] who predicted its existence. We report on the (ℓ-adic
version) of it (L. Lafforgue [Laf02, Théorème VII.6] in dimension 1, Drin-

feld [Dri12, Theorem 1.1] in higher dimension in the smooth case), explain

how we used Drinfeld’s theorem in the proof of Simpson’s integrality conjec-
ture for cohomologically rigid complex local systems in [EG18, Theorem 1.1],

also why we proceeded like this, and how we combined this idea together with

de Jong’s conjecture in order to define and obtain an integrability property of
the Betti moduli space [dJE22, Theorem 1.1].

7.1. Motivation on the complex side. Given a field automorphism τ of C,
we can postcompose the underlying monodromy representation of a complex local
system LC by τ to define a conjugate complex local system LτC. Given a field
automorphism σ of Q̄ℓ, which then can only be continuous if this is the identity
on Qℓ, or more generally given a field isomorphism σ between Q̄ℓ and Q̄ℓ′ for some
prime number ℓ′, the postcomposition of a continuous monodromy representation
is no longer continuous (unless ℓ = ℓ′ and σ is the identity on Qℓ), so we cannot
define a conjugate Lσℓ of an ℓ-adic local system by this simple postcomposition
procedure.

Returning to the complex side, as a consequence of π1(X(C), x(C)) being finitely
generated (we do not even need the finite presentation here), there are finitely many
elements

(γ1, . . . , γs) ∈ π1(X(C), x(C))

such that the characteristic polynomial map

MB(X, r)
□
C

ψ□

−−→ NC =

s∏
i=1

(Ar−1 ×Gm)C

ρ 7→ (det(T − ρ(γ1)), . . . ,det(T − ρ(γs))),
defined in Section 6, which factors through

MB(X, r)C
ψ−→ NC,

has the property that ψ is a closed embedding. The reason is that a semi-simple
representation is determined uniquely up to conjugation by the characteristic poly-
nomial function on all γ ∈ π1(X(C), x(C)). By finite generation of π1(X(C), x(C)),
finitely many suitably chosen ones among them are enough to recognize a semi-
simple representation up to conjugation. So denoting τ ◦ det(T − ρ(γ)) by det(T −
ρ(γ))τ to unify the notation, we can summarize the discussion as follows:

An automorphism τ of C yields a commutative diagram

(⋆) M irr
B (X, r)(C)

LC 7→Lτ
C
��

incl. // MB(X, r)(C)

LC 7→Lτ
C

��

ψ // N(C)

(−)τ

��
M irr
B (X, r)(C) incl. // MB(X, r)(C)

ψ
// N(C)
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The upper script irr means the irreducible locus.

7.2. Analogy over a finite field. Let us now assume that X is smooth quasi-
projective over a finite field Fq. We denote by p the characteristic of Fq. We fix
a prime ℓ different from p. We denote by M irr

ℓ (XF̄p
, r) the set of all rank r ℓ-adic

local systems Lℓ defined over XF̄p
which

• are arithmetic, that is descend to some XFq′ for some finite extension

Fq ⊂ Fq′(⊂ F̄p);

• • on XFq′ are irreducible over Q̄ℓ.
For r = 1 the second condition is of course void.

Claim 7.1. M irr
ℓ (XF̄p

, 1) consists of rank 1 ℓ-adic local systems on XF̄p
of finite

order prime to p.

Proof. The datum of a rank 1 ℓ-adic local system of finite order prime to p is
equivalent to the datum of a Kummer cover of XF̄p

of order prime to p, which
itself is defined over some Fq′ . This shows one direction. The other one is classical,
see [Del80, Théorème 1.3.1], which is proved using Class Field Theory. It is also
pleasant to think of it with a swift argument using weights: An element L ∈
M irr
ℓ (XF̄p

, 1) lies in H1(XF̄p
,O×

E) for some ℓ-adic field E. We write

O×
E = k×E · (1 +mOE)

as multiplicative groups via the Teichmüller lift where m ⊂ OE is the maximal ideal
of OE . So L = τ ⊗ L′ where τ ∈ H1(XF̄p

, |k×E |) ⊂ H1(XF̄p
,O×

E) is a torsion rank

1 local system of order m ≥ 1 prime to p as |kE |× itself has order prime to p, and
L′ ∈ H1(XF̄p

, (1 + mOE)). Thus Lm = (L′)m ∈ H1(XF̄p
, (1 + mOE)) descends to

XFq′ . The p-adic logarithm logp identifies the multiplicative group (1+mOE) with
the additive group OE . Thus logp(Lm) ∈ H1(XF̄p

,OE) ⊂ H1(XF̄p
, Q̄ℓ) descends

to XFq′ , which by a weight argument forces logp(Lm) to be equal to 0. This shows
the other direction. □

Deligne deduces in [Del80, Proposition 1.3.14] from Claim 7.1 and from the
structure of the Tannaka group of an irreducible ℓ-adic local system defined over
XFq′ that it is equivalent for the definition of M irr

ℓ (XF̄p
, r) to replace the condition

• by the condition

•′ descend to a Weil sheaf to some XFq′ for some finite extension

Fq ⊂ Fq′(⊂ F̄p).

He shows indeed in loc. cit. that an irreducible Weil sheaf on XFq′ becomes étale

after a twist by a character of Gal(F̄p/F̄q′).

The set M irr
ℓ (X, r) is a replacement for M irr

B (X, r)(C) on the left side of (⋆).
While over C we have a scheme structure underlying this set, over F̄p we just
consider the set. A replacement for MB(X, r)(C) should take into account the
various factors and on each factor, the various twists by a character of Gal(F̄p/F̄q′).
This is the reason why in (⋆) we restrict the discussion to M irr

B (X, r)(C).

We give ourselves an abstract field isomorphism σ : Q̄ℓ
∼=−→ Q̄ℓ′ . The only “contin-

uous”’ information it contains is that it sends a number field K ⊂ Q̄ℓ to another one



LOCAL SYSTEMS 45

Kσ ⊂ Q̄ℓ′ . So the right vertical arrow (−)σ makes sense only on a γ ∈ π1(XFq′ , xF̄p
),

where Fq ⊂ Fq′(⊂ F̄p) is a finite extension, which has the property that the char-
acteristic polynomial of γ has values in a number field. Furthermore, we wish the
set of such γ to be able to recognize completely M irr

ℓ (X, r) as ψ does over C. We
know the following fact.

Fact 7.2. The set of conjugacy classes of the Frobenii at all closed points |X| of X
has those two properties by [Laf02, Théorème 7.6] and Čebotarev’s theorem.

So we set N∞ =
∏

|X|(Ar−1 × Gm) and ψ∞ for the characteristic polynomial

map on those Frobenii of all closed points. Then Deligne’s companion conjecture
may be visualized on the diagram

(⋆⋆) M irr
ℓ (X, r)

?∃ Lℓ 7→Lσ
ℓ

��

ψ∞
// N∞(Q̄ ⊂ Q̄ℓ)

(−)σ

��
M irr
ℓ′ (X, r)

ψ∞
// N∞(Q̄ ⊂ Q̄ℓ′)

The wished Lσℓ is called the companion of Lℓ for σ. See the ℓ-adic part in [Del80,
Conjecture 1.2.10] for Deligne’s precise formulation.

7.3. Geometricity. The formulation (⋆⋆) hides certain properties. For the fact
that the eigenvalues of Frobenius on our irreducible ℓ-adic sheaves are algebraic
numbers, we quote loc. cit. which postdates Deligne’s conjecture. This is because
if X is a smooth curve over Fq, L. Lafforgue proves as a corollary of the Langlands
program that an Lℓ as before is even pure. In fact Deligne in [Del80] and Deligne-
Beilinson-Bernstein-Gabber in [BBDG82] prove that geometric local systems are
pure or mixed, and Lafforgue proves geometricity on curves. Up to now, we do not
know geometricity of arithmetic local systems over X smooth quasi-projective of
higher dimension over Fq. But we know thanks to Drinfeld ([Dri12]) how to extend
the existence of companions from curves to such an X. Let us remark that even on
curves, we cannot lift the geometricity property from F̄p to C, see Section 6.6.

Nonetheless, in view of Simpson’s geometricity conjecture [Sim92, p.9] for ir-
reducible rigid complex local systems, the fact that, in absence of geometricity,
Drinfeld shows how to prove some integrality property for ℓ-adic local systems in
the sense that once we have a geometrically irreducible ℓ-adic local system, we have
all geometrically irreducible ℓ′-adic local systems with the “same” characteristic
polynomials at closed points, for any ℓ′ ̸= ℓ, was the philosophical reason behind
our proof in [EG18, Theorem 1.1].

7.4. On Drinfeld’s proof. We sketch some aspects of it and refer to the original
article [Dri12] for the complete proof. First let us comment that Drinfeld’s proof
unfortunately does not solve the conjecture on X normal over Fq as originally
formulated by Deligne, but “only” (if this is possible to say “only” here) on X
smooth. One problem is that the restriction of simple arithmetic local systems
on a non-normal subvariety is not understood, in particular when / whether it
is semi-simple. Not even for complex varieties is this problem of preservation of
semi-simplicity by pullback understood, see on this [Moc07, Theorem 25.30], where
there is a typo, (the proof truly does assume that the domain and the target are
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smooth and it can be extended to normal varieties). See also [dJE22, Section 7.3]
for an arithmetic proof of the semi-simplicity statement [Moc07, Theorem 25.30] for
normal varieties, and [D’Ad20, Theorem 1.2.2] for further studies in the non-normal
case.

We fix Lℓ ∈ M irr
ℓ (X, r), an isomorphism σ : Q̄ℓ

∼=−→ Q̄ℓ′ . By Deligne’s Theo-
rem [Del12, Théorème 3.1], ψ∞(Lℓ) ∈ N∞(O) where O is a number ring in Q̄ℓ.
This fixes the ℓ-adic completion OE ⊂ Q̄ℓ where E is an ℓ-adic field, together with
the number ring σ(O) ⊂ Q̄ℓ′ and its completion to an ℓ′-adic ring A ⊂ Q̄ℓ′ . We
denote by mE ⊂ OE , m ⊂ A the maximal ideals. The starting point of the proof
is the datum (via [Laf02], loc. cit.) for any smooth curve C/Fq, any morphism
fC : C → X which is generically an embedding, of a semi-simple ℓ′-adic local
system LA,C defined over A on C with the property that on intersection points
C ×X C ′ the pull-backs from C and C ′ are isomorphic. Moreover there are such
curves C so that LA,C is geometrically irreducible. Those local systems LA,C are
simply obtained as the A-forms of the companions Lℓ|σC of Lℓ|C .

The goal is to construct an irreducible A-adic local system LA on X with re-
strictions on those curves C isomorphic to LA,C . This will be the companion Lσℓ of
Lℓ for σ, forgetting in the notation that it is definable over A. If we can do this,
by Čebotarev’s density theorem, LA is unique.

7.4.1. Reductions. To this aim, we first construct a companion on some smooth
variety X ′ endowed with a finite étale Galois cover h : X ′ → X with Galois group
Γ. In this situation there is a smooth geometrically connected curve ι : C → X
such that the composed morphism

q : π1(C, x)
ι∗−→ π1(X,x)

q0−→ Γ

is surjective, where x → C is a geometric point, see e.g. [EK12, Proposition B.1]
and references therein. Write hC : C ′ = C ×X X ′ → C and ι′ : C ′ → X ′ for the
pulled back morphisms.

Claim 7.3. Let LX′ be an ℓ-adic local system, such that ι′∗LX′ =: LC′ descends
to an ℓ-adic local system LC on C, i.e. LC′ = h∗CLC . Then LX′ descends to an
ℓ-adic local system LX on X, i.e. LX′ = h∗LX .

Remark 7.4. Drinfeld does not directly write Claim 7.3. The reduction is hidden
in his proof of the boundedness result below. We also remark, even if this is useless
here, that if X was defined over C instead, then ι would exist as well and the Claim
would be true with complex local systems replacing ℓ-adic ones, with the same
proof.

Proof. By conjugating a representation ρX′ : π1(X
′, x) → GLr(Q̄ℓ) corresponding

to LX by an element in GLr(Q̄ℓ), we may assume that (ι′)∗ρX′ = (h′)∗ρC where
ρC : π1(C, x)→ GLr(Q̄ℓ) is a representation corresponding to LC . The surjectivity
of q implies the surjectivity of

Ker
(
π1(C

′, x)→ π1(X
′, x))

)
→ Ker

(
π1(C, x)→ π1(X,x))

)
which implies that t ρC factors through ρ̄C : π̄1(C, x)→ GLr(Q̄ℓ) where

π̄1(C, x) = ι∗π1(C, x) ⊂ π1(X,x).
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For each element γ ∈ Γ we choose an element cγ ∈ π̄1(C, x) such that q0(cγ) = γ.
Then any element g ∈ π1(X,x) can be uniquely written as g = cγ · h∗(α) for some
γ ∈ Γ and α ∈ π1(X ′, x). We set

ρX(g) = ρ̄C(cγ) · ρX′(α).

It is straightforward to check that ρX defines a continuous representation.
□

We construct h as follows. First we “tamify” LX : We define the finite étale
Galois cover h0 : Y0 → X associated to the residual representation in GLr(OE/mE)
if ℓ ≥ 3 else to GLr(OE/m2

E) if ℓ = 2. Then, after replacing Fq by a finite extension
Fq′ , there is a Zariski dense open on U ⊂ Y0⊗Fq Fq′ and an elementary fibration on
U in the sense of Artin [SGA4, Exposé XI, Proposition 3.3]. This means that there
is a fibration f : U → S of relative dimension 1, which is smooth, with a relative
compactification ι : U ↪→ Ū such that Ū \U → S is finite étale. We take h : Y → X
to be the Galois hull of the composition of h0 with Y0 ⊗Fq

Fq′ → Y0. The ℓ-adic
local system h∗Lℓ is now semi-simple as an étale sheaf, all of its summands are
tame. So we may assume X = Y , Lℓ is tame and there is an elementary fibration
on a dense open U of X.

We can replace X by U ⊂ X. This follows from the ramification results by
Kerz-Schmidt [KS09, Lemma 2.1] and [KS10, Lemma 2.9] based on Wiesend’s work
[Wie06]: let Lσℓ,U be the companion of Lℓ on U . If it ramifies on X \ U then there

is a curve C → X such that Lσℓ,U |C×XU is ramified along C \ C ×X U . By [Del72,

Théorème 9.8], companions on curves preserve ramification. This is a contradiction.
So we may assume that X admits an elementary fibration f : X → S and Lℓ is
tame. Applying again Claim 7.3 we may assume that the elementary fibration has
a section σ : S → X, and in addition, we can shrink S to a dense open and X to
the inverse image.

7.4.2. Boundedness. The main step ([Dri12, Proposition 2.12]) in Drinfeld’s proof is
a boundedness result, which is a generalization to the non-abelian case of Wiesend’s
result [Wie06, Proposition 17]. After possibly shrinking S to a dense open and X
to the inverse image, Drinfeld constructs an infinite sequence

. . .→ Xn+1 → Xn → . . .→ X1 → X

of finite étale covers, such that

(i) for any n ∈ N>0, for any C → X as above, the Gn = GLr(A/m
n)-torsor

defined by LA,C×XXn
is trivial;

(ii) for x → X a geometric point, setting Hn = π1(Xn, x), the group ∩nHn ⊂
π1(X,x) contains a subgroupH which is closed and normal in π1(X,x) such
that π1(X,x))/H is almost pro-ℓ, that is an extension of a finite group by
a pro-ℓ-group.

Property (ii) does not depend on the choice of x.

If dim(X) = 1, we apply the existence of companions on curves, thenH is defined
to be the kernel of the monodromy representation, Hn is defined to be the kernel
of the truncated representation π1(XFq

, xF̄q
)→ GLr(A)→ Gn so H = ∩nHn, and

Xn → X is the finite Galois étale cover defined by Hn.
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We assume dim(X) ≥ 2 and that X is an elementary fibration denoted f : X →
S, so X → S is a relative curve with a good relative compactification ι : X ↪→ X̄
above S, such that X̄ \X → S is finite étale, with a section σ : S → X.

7.4.3. Moduli. We are grateful to Dustin Clausen for a thorough discussion on
Claim 7.5. The idea of the proof presented here, based on Drinfeld’s idea, is due to
him.

Claim 7.5 ([Dri12], Lemma 3.1, Proof). Replacing S by a dense open, there is a
tower of finite étale surjective morphisms

. . .→ Tn+1 → Tn → . . .→ T1 → S

such that Tn is the fine moduli space of tame Gn-torsors on X which are trivial
above the section σ(S).

Proof. We consider the three étale sheaves in groupoids over S. For S′ → S

1) Fn(S′) is the groupoid of tame Gn-torsors X
′ → X equipped with a trivi-

alization over the section σ′ = σ ×S S′ : S′ → X ′ = X ×S S′;
2) Gn(S′) is the groupoid of tame Gn-torsors over X

′;
3) Hn is the groupoid of Gn-torsors over S

′.

By [SGA1, Exposé XIII, Corollaire 2.7], Hn and Gn are 1-constructible and com-
patible with base change. On the other hand, Fn is the equalizer of the restriction
map (σ′)∗ : Gn(S′) → Hn(S′) with the map Gn(S′) → Hn(S′) assigning to any
Gn-torsor on X

′ the trivial one on S′. Thus by [SGA1, Exposé XIII, Lemme 3.1.1],
Fn is 1-constructible and compatible with base change as well. In addition, Fn,
viewed as a presheaf, is already a sheaf as the trivialisation on the section forces
Aut(Fn(S′)) = {1}. So there are dense open subschemes Sn+1 ⊂ Sn ⊂ S such that
Fn restricted to Sn is represented by a scheme Tn which is finite étale over Sn. By
the reductions we may assume S1 = S. So tame G1-torsors on X

′ together with a
trivialization over σ′ are identified with S′-points of T1 → S.

We explain now why Fn+1 → Fn is étale finite surjective for n ≥ 1. We denote
by Vn+1 the kernel of Gn+1 → Gn. It is a commutative group, in fact a finite di-
mensional vector space over Fℓ′ . It is not central, which is to say that the induced
homomorphism χn : Gn ↠ Γn ⊂ Aut(Vn+1) defined by lifting to Gn+1 and conju-
gating on Vn+1 is not trivial. The obstruction to lift any torsor Pn ∈ H1(X,Gn) to
a Gn+1-torsor on X lies in H2(X,V χn

n+1), where V
χn

ℓ+1 if the Vℓ+1-torsor defined by
pushing Pn along χn. By cohomological dimension of f there is an exact sequence

H2(S, f∗V
χn

n+1)→ H2(X,V χn

n+1)→ H1(S,R1f∗V
χn

n+1).

As ℓ′ is prime to p, all Vn+1 are tame, thus there are only finitely many such local
systems V χn

n+1. As f is an elementary fibration, V χn

n+1 is tame, the constructible

sheaves Rif∗V
χn

n+1 for i ≥ 0 are local systems. Thus there is a finite étale cover

T◦ → S, defining b◦ : XT◦ = X ×S T◦ → X, such that the image of H2(X,V χn

n+1) in

H2(XT◦ , b
∗
◦V

χn

n+1) is zero.

Once a Gn-torsor on X lifts to a Gn+1-torsor on XT◦ , to trivialize it on the
section σT◦ = σ ⊗S T◦, we argue similarly: there are finitely many Vn+1-torsors on
T◦ so after a finite étale base change T → T◦ defining b : XT = X ×S T → X, they
are all trivial. We conclude that for any S′ → S and any S′-point S′ → Tn over S,
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there is a lift S⊗S T → Tn+1 thus Tn+1 → Tn is finite étale for n ≥ 1. This finishes
the proof.

□

So there is a universal Gn-torsor over Tn ×S X with Weil restriction Yn → X to
X. This yields a tower of finite étale surjective morphisms

. . .→ Yn+1 → Yn → . . .→ Y1 → X.

On the other hand, by the induction assumption, we have a tower

. . .→ Sn+1 → Sn → . . .→ S1 → S

which verifies (i) and (ii) for X replaced by S. Then Xn = Yn ×S Sn is inserted in
a tower

. . .→ Xn+1 → Xn → . . .→ X1 → X

of finite étale surjective morphisms. The claim is that this is the sought-after tower.

Property (i) is clear as by definition, for any geometric point s→ S,

HomS(s, Yn) = {tame Gn−torsors over Us}

so for such a geometric point s, (Yn)s → Xs is the universal finite étale cover which
trivializes every tame Gn-torsor over Xs .

We address Property (ii). Let η → S be a generic point. We take x to be
the image by the section σ of a geometric point η̄ above η. As X is normal,
πt1(Xη, x) → πt1(X,x) is surjective, so we can replace X with Xη for (ii). This
yields the homotopy exact sequence of fundamental groups

1→ K := πt1(Xη̄, x)→ πt1(Xη, x)→ Γ := π1(η, x)→ 0

where the upper index t indicates tameness with respect to ι and the lower index
indicates the fibre. We define

Hn = Ker
(
πt1(Xη, x)→ Aut((Xn)x)

)
.

Then Hn is inserted in an exact sequence

1→ Kn → Hn → Γn → 1

where

Kn = Hn ∩K = ∩ρKer
(
πt1(Xη̄, x)

ρ−→ Gn
)

Γn = Ker
(
Γ→ AutK/Kn

)
.

Since K is topologically finitely generated, there are finitely many ρ’s in the def-
inition of Kn thus K/ ∩n Kn is almost pro-ℓ. Finally, Γ/ ∩n Γn is a quotient of
Im

(
Γ→ Aut(K/ ∩n Kn)

)
while Aut(K/ ∩n Kn) is almost pro-ℓ as well. Indeed an

automorphism has to respect the maximal pro-ℓ sub and in it the kernel to its first
Fℓ-homology, which itself is pro-ℓ and of finite index. This proves (ii) for H = ∩nHn

and finishes the proof of this first part for X with an elementary fibration X → S.
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7.4.4. Gluing. The main point is then to prove that the preceding property suffices
to glue the Lσℓ,C . The proof follows an idea of Kerz, see [Dri12, Section 4], Drinfeld
himself initially had a more difficult argument. First we do a Lefschetz type argu-
ment to find a curve φ : C → X containing x such that φ∗ : π1(C, x)→ π1(X,x)/H
is surjective. This is possible as the surjectivity is recognized on the finite quo-
tient which is the extension of the residual quotient of π1(X)/H (if ℓ ≥ 3, if
ℓ = 2 we go mod m2 here) by the maximal Fℓ-vector space quotient, see [EK11,
Lemma 8.2] (see also above where a similar property was already used in order to
show that Aut(K/ ∩n Kn) is almost pro-ℓ). By (i) and (ii) the restriction of Lσℓ,C
to Ker(φ∗) is unipotent, but it has to be semi-simple as well as Ker(φ∗) ⊂ π1(C, x)
is normal and Lσℓ,C itself is semi-simple. Thus the monodromy group of Lσℓ,C is

a quotient of π1(C, x)/Ker(φ∗) = π1(X,x)/H, and this defines a representation
π1(X,x)→ GLr(A) which a priori depends on C. Denote by Lℓ′,X the underlying
local system. By definition its restriction to C is equal to Lσℓ,C . To compute the

restriction of Lℓ′,X to all closed points, we take other curves φC′ : C ′ → X with
the same property so they fill in all the closed points. If we make sure that C
and C ′ meet in sufficiently many points, then (Lℓ′,X |C = Lσℓ,C ,Lℓ′,X |C′ ,Lσℓ,C′) are

recognized by their value on the intersection points by [Fal83, Satz 5]. This finishes
the proof for X with an elementary fibration X → S.

7.5. Cohomologically rigid local systems are integral, see [EG18], The-
orem 1.1. We sketch the proof with Michael Groechenig in loc.cit.: let X be
a smooth quasi-projective variety defined over the field of complex numbers, let
Ti ⊂ GLr(C) be conjugacy classes of quasi-unipotent matrices, and L be a tor-
sion rank 1 local system. We refer to Section 7.3 for the heuristic of the following
theorem.

Theorem 7.6. Irreducible cohomologically rigid local systems in MB(X, r,L, Ti)
are integral.

Proof. Let X be a smooth quasi-projective variety over C, fix a torsion charac-
ter L and quasi-unipotent conjugacy classes Ti ⊂ GLr(C). Let LC be a point
of MB(X, r,L, Ti)(C) which is isolated. It is defined by a representation ρC :
π1(X(C), x(C))→ GLr(A) where A is a ring of finite type over Z. Let a : A→ Z̄ℓ
be a Z̄ℓ-point of A. It defines an ℓ-adic local system Lℓ,C by the factorization

π1(X(C), x(C))

=

��

// GLr(A)

a

��
π1(X(C), x(C))

profinite compl.

��

// GLr(Z̄ℓ)

π1(XC, xC)

Lℓ,C

77

Using the notation of 6.2, for a closed point s ∈ |S| of characteristic prime to the
order of the residual representation of Lℓ,C, the order of L and of the eigenvalues
of the monodromies at infinity, and integral for the (finitely many) cohomologically
rigid local systems, the following properties hold.
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1) Lℓ,C descends to Lℓ,s′ ([Sim92, Theorem 4]) for some s′ → s finite below s̄
(one has to complete the argument to take care of the conditions at infinity)
keeping L and Ti ([Del73, Section 1.1.10]);

2) The companions Lσℓ,s′ still have determinant L and the semi-simplification

of the monodromies at infinity is the one of the Ti’s ([Del72, Théorème 9.8]);
3) The intersection cohomology verifies:

IH1(X, End0(Lℓ,s̄)) = 0 = IH1(X, End0(Lσℓ,s̄))

by the weight argument [EG18, Proof of Theorem 1.1];
4) So Lℓ,C 7→ sp−1

C,s̄(Lσℓ,s̄)) is a bijection from the set of cohomologically rigid

ℓ-adic local systems to the set of cohomologically rigid ℓ′-adic local systems.

So there cannot be a non-integral place ℓ′. This finishes the proof. □

Remarks 7.7. 1) The “same” proof works if GLr is replaced by a reductive group
G ⊂ GLr, see [KP22] by Klevdal-Patrikis.

2) It is not the case that all rigid local systems are cohomologically rigid, see
[dJEG22]. In the present state of knowledge, the examples known are all cohomo-
logically rigid in a smaller reductive group G ⊂ GLr as in 1). However, I have no
philosophical argument why rigid local systems should be cohomologically rigid in
some smaller reductive group G ⊂ GLr or why not.

7.6. Integrality of the whole Betti moduli space, see [dJE22], Theorem 1.1.
In Theorem 6.15 we proved using de Jong’s conjecture that weakly arithmetic local
systems are dense in their Betti moduli. In Theorem 7.6 we proved using the
existence of the ℓ-adic companions that cohomologically rigid local systems are
integral. Combining the two essential ideas in those theorems we define a (weak)
notion of integrality for the whole Betti moduli space of irreducible local systems
and prove the following theorem.

Let X be a smooth quasi-projective variety defined over the field of complex
numbers, let Ti ⊂ GLr(C) be conjugacy classes of quasi-unipotent matrices, and L
be a torsion rank 1 local system. We denote by M irr

B (X, r,L, Ti) ⊂MB(X, r,L, Ti)
the Betti moduli spaces of irreducible local systems. See [dJE22, Section 2.1] and
references therein for the definition: if L is a point and is defined over a ring A,
then L is irreducible if by definition L⊗A κ is irreducible for all field valued points
A→ κ.

Theorem 7.8. If there is one complex point ofMB(X, r,L, Ti) which is irreducible,
then for all prime numbers ℓ, there is an irreducible ℓ-adic local system of rank r
with determinant L and monodromies at infinity being conjugate to Ti up to semi-
simplification.

Proof. The existence of a complex point LC which is irreducible is equivalent to
saying that the morphism M irr(X, r,L, Ti) → Spec(OK) is dominant, where K is
the number field over which L and the Ti are defined. By generic smoothness, we
find a closed point z of characteristic ℓ > 0 onM irr

B (X, r,L, Ti) which is smooth for
the morphism M irr(X, r,L, Ti)red → Spec(OK). We choose s ∈ S a closed point of
the scheme of definition of a good compactification X ↪→ X̄, L and Ti such that z
descends to Xs̄. Applying now the argument as in the proof of Theorem 6.15, there
is on Xs̄ an irreducible rank r arithmetic Q̄ℓ-local system with z as a residual local
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system, and with monodromies at infinity which are in the conjugacy class of Ti up
to semi-simplification. Choosing σ : Q̄ℓ ∼= Q̄ℓ′ now as in the proof of Theorem 7.6,
the σ-companion on the same Xs̄ has the right determinant and monodromies at
infinity. We pull it back to XC via spC,s̄ as in the proof of Theorem 7.6. This
finishes the proof.

□

Remark 7.9. We can enhance Theorem 7.8 in various ways. Rather than assum-
ing there is one irreducible complex local system, we can ask for infinitely many
pairwise non-isomorphic LC, then the conclusion follows, there are infinitely many
such irreducible Lℓ for all ℓ ([dJE22, Theorem 1.4]). We can also ask for the alge-
braic monodromy of LC to e.g. contain SLr(C), then the conclusion follows for Lℓ
([dJE22, Theorem 1.5]) etc. But the main point which would be wishful to under-
stand is not understood: with this method initiated in [EG18] to use companions to
obtain integrality, we do not know whether on Xs̄ in characteristic p where we per-
form this construction, the “dimension of the components” of MB(X, r,L, Ti) over
Z̄ℓ is preserved as we go over to Z̄ℓ′ via the companions. Stated like this it makes
no proper sense. One should specify that at ℓ we complete M irr

B (X, r,L, Ti) at a
closed point which is smooth for M irr

B (X, r,L, Ti) → Spec(OK), then the compo-
nent containing z is well defined and had a dimension d. One could dream that the
σ-companion is also on a dimension d component of MB(X, r,L, Ti). For example
for d = 0 this would prove entirely Simpson’s integrality conjecture.

7.7. Obstruction. Forgetting the conditions at infinity, if we fix a finitely pre-
sented group Γ, a natural number r ≥ 1, and a rank 1 torsion complex character
χ : Γ→ C×, we posed in [dJE22, Definition 1.2] the following definition.

Definition 7.10. Γ has the weak integrality property with respect to (r, χ) if, as-
suming there is an irreducible representation ρ : Γ → GLr(C) with determinant
χ, then for any prime number ℓ, there is a representation ρℓ : Γ → GLr(Z̄ℓ) with
determinant χ which is irreducible over Q̄ℓ.

Then, by the work of Becker-Breuillard-Varjù [BBV23], there are pairs (Γ, χ)
which do not have the weak integrality property. One example is given by Γ being
the group spanned by two letters a, b with one relation b2a2 = a2b, χ is the trivial
character and r = 2. The example is not integral at ℓ = 2, see [dJE22, Example 7.4].
Given Theorem 7.8, one easily computes that if Γ is the topological fundamental
group of X(C) for X smooth quasi-projective over C and χ is any torsion character,
then it has the weak integrality property (see [dJE22, Theorem 1.3])). So we obtain
the following theorem.

Theorem 7.11. Let Γ be a finitely presented group, χ be a torsion character of Γ,
r ≥ 1 a natural number. If Γ does not have the integrality property with respect to
(r, χ), Γ cannot be the topological fundamental group of a smooth complex quasi-
projective variety.

The proof relies on Theorem 7.8. This so defined obstruction is of course by no
means coming from easy theorems, at least in the present state of knowledge. As
explained before, Theorem 7.8 relies both on the Langlands duality for a curve over
a finite field and on the geometric Langlands duality. But it has the advantage that
in the definition of the obstruction we do not need to specify which elements of Γ
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are supposed to come from the local fundamental groups at infinity: none of those
can have this property.
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8. Lecture 8: Rigid Local Systems and F -Isocrystals

Abstract. Rigid connections over a variety XC smooth projective over C,
while restricted to the formal p-completion X̂W of a non-ramified projective
p-adic model XW of XC, yield F -isocrystals. This is proved in [EG20, The-

orem 1.6], using the theory of Higgs-de Rham flows on the mod p reduction

of XW . We give here a p-adic proof of this theorem, obtained with Johan
de Jong, which relies on the fact that for p ≥ 3, the Frobenius pull-back of

a connection on X̂W is well defined, whether the p-curvature of the mod p
reduction is nilpotent or not. However this proof so far does not give the crys-

tallinity property proved in [EG20, Theorem 5.4] which can be expressed by

saying that the p-adic local systems obtained on the p-adic variety X
Frac(W )

for p large descend to a crystalline local system over XFrac(W ). The version
under the strong cohomological rigidity of the same theorem is worked out in

[EG21]. We defer this discussion to Lecture 9.

8.1. Crystalline site, crystals and isocrystals. We refer to [EG20, Section 2.6]
for the details of the definitions, and for the appropriate references.

Given X smooth over a perfect characteristic p > 0 field k, we denote by W =
W (k) the ring of Witt vectors and byWn =Wn(k) =W/pn its n-th truncation. We
define the site (X/Wn) with objects the PD-thickenings (U, T, δ) over Wn, where
U ↪→ T is a closed embedding defined by an ideal I ⊂ OT on which δ defines a
PD-structure over (Wn, pWn). So for all xi, i = 1, . . . , s over (Wn, pWn) it holds

mx
[n1]
1 · · ·x[ns]

s = 0

for some powers ni,m ∈ N (see [Ber74, I 1.3.1 ii), p.56]).
This yields functors (X/Wn) ↪→ (X/Wn+1) and the crystalline site (X/W ) as

the colimit over n of the (X/Wn). The Homs are the obvious ones respecting the
whole structure. A crystal F/W in coherent modules on X/W is the datum for all
(U, T, δ) of a coherent sheaf FT so the transition functions are isomorphisms. The
category of isocrystals has the same objects and the Hom sets, which are abelian
groups, are tensored over Z by Q. For us the main concrete description is [EG20,

Theorem 2.19, Corollary 2.20] according to which, if X̂W is an essentially smooth
formal scheme over W lifting X, a crystal is

i) a flat formal connection (ÊW , ∇̂W ) on X̂W ;

ii) such that (ÊW , ∇̂W ) ⊗W k is filtered by subconnections so the associated
graded is spanned over a dense open of X by a full set of algebraic solutions
(that is its p-curvature is nilpotent, see Section 2).

By the classical theorem, i) implies that that ÊK := ÊW⊗WK whereK = Frac(W )

is locally free. This is not the case for ÊW even with the condition ii), see [ES15,
1.3]. It is also not known whether or not one can always find a locally free lattice

in ÊK which is stabilized by ∇̂K .

8.2. Nilpotent crystalline site, crystals and isocrystals. We refer to [ES18,
Section 1-2] and references in there.

The nilpotent crystalline site has objects (U, T, δ) as for the crystalline site, but
in addition I itself is locally nilpotent. So for all xi, i = 1, . . . , s over (Wn, pWn),
one has

x
[n1]
1 · · ·x[ns]

s = 0
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for some powers ni ∈ N. This yields a continuous functor

(X/W )Ncrys → (X/W )crys

of topoi. Crystals and isocrystals are defined similarly but given X̂W as above,
then a crystal on the nilpotent crystalline site is

i) a flat formal connection (ÊW , ∇̂W ) on X̂W .

(See [Ber74, I 3.1. 1 ii) p.56, III 1.3.1 p. 187, IV 1.6.6 p. 248].) There is no
condition on the mod p reduction.

8.3. The Frobenius action on the set of crystals on the nilpotent crys-
talline site. As X̂W is formally smooth over W, the Frobenius of X locally in the
Zariski topology lifts to X̂W . The following proposition is due to Berthelot [Ber00,
Proposition 2.2.5 a)]. We learned it from de Jong. We are grateful to Kisin for
giving us the reference. The proof we present here is taken from [SP, tag/07JH] in
which unfortunately the condition ii) is assumed to be fulfilled, but .... not used.

Proposition 8.1. Let (ÊW , ∇̂W ) be a formal flat connection on X̂W . Assume

p ≥ 3. There is a unique formal flat connection denoted by F ∗(ÊW , ∇̂W ) on X̂W

with the property that if on an open ÛW ⊂ X̂W , the Frobenius F of U lifts to FW ,
then

F ∗(ÊW , ∇̂W )|ÛW
= F ∗

W ((ÊW , ∇̂W )|ÛW
).

Proof. (loc. cit.) The goal is to show that if FW , GW are two lifts to ÛW of F on
U , there is a commutative diagram

F ∗
W ÊW

∇̂
��

ψ // G∗
W ÊW

∇̂
��

Ω1
ÛW
⊗̂OÛW

F ∗
W ÊW

1⊗ψ // Ω1
ÛW
⊗̂OÛW

G∗
W ÊW

which is canonical. So then it fulfils the cocycle condition. Here ⊗̂ denotes the
completed tensor product. So we may assume that ÛW is étale, finite onto its
image, an open of ÂdW , where d = dimX, so as to have coordinates (x1, . . . , xd).

This defines the derivation ∂i ∈ TÛW
dual to dxi, acting on ÊW |ÛW

, and the

action of the differential operator ∂k = ∂k11 · · · ∂
kd
d on ÊW |ÛW

for all multi-indices

k = (k1, . . . , kd). We write F ∗
W ÊW = F−1

W ÊW ⊗F−1OÛW
OÛW

. Then we define

ψ(e⊗ 1) =
∑
k

∂k(e)⊗G−1
W OÛW

d∏
i=1

(FW (xi)−GW (xi))
ki/(ki)!.

By definition (FW (xi) − GW (xi)) ∈ pO(ÛW ) so its p-adic valuation is ≥ 1. On
the other hand, the p-adic exponential function converges on elements of p-adic
valuation > 1/(p − 1). So ψ, thus F ∗, is defined for p ≥ 3. This finishes the
proof. □

Remark 8.2. If the connection was defined on XO where O ⊃ W is the ring of
integers of a p-adic field of degree ≥ 2 over Frac(W ), the same formula with the
obvious change of notation would yield (FO(xi)−GO(xi)) ∈ πO(UW ) where π is a
uniformizer of O. Then the convergence would be violated and we could not write
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the diagram above. In this case we need condition ii) to define the Frobenius pull-
back of (EO,∇O) in this way when the index of ramification of O lies in [2, p− 1(.

8.4. The Frobenius induces an isomorphism on cohomology in character-
istic 0. We set K = Frac(W ) and keep the notation from the previous paragraph.
In addition we set

(ÊW , ∇̂W )⊗W K = (ÊK , ∇̂K)

and abuse notation

F ∗(ÊK , ∇̂K) := F ∗(ÊW , ∇̂W )⊗W K.

Proposition 8.3. Let (ÊW , ∇̂W ) be a flat formal connection on X̂W where p ≥ 3.
Then for all cohomological degrees i,

F ∗ : Hi(X̂W , (ÊW , ∇̂W ))⊗W K → Hi(X̂W , F
∗(ÊW , ∇̂W ))⊗W K

is an isomorphism and is compatible with cup-products.

We quote [Ber00, Théorème 4.3.5]. We give below an elementary proof in the
style of the one of Proposition 8.1.

Proof. By the Mayer-Vietoris spectral sequence it is enough to prove the first part
of the proposition on an open ÛW lifting U on which the Frobenius lifts to F̂W so
as to have an étale map h : ÛW → ÂdW finite onto its image, as in Section 8.3. To

be more precise, we first construct a finite étale morphism Uk
hk−→ Vk onto an affine

open Vk ↪→ Adk, then a lift of the diagram Uk → Vk ↪→ Adk to the diagram of formal

affine schemes ÛW
h−→ V̂W ↪→ ÂdW .

On ÂdW we choose the lift FW which is defined by F ∗
W (xi) = xpi . This defines

V̂ ′
W := F−1

W V̂W . We consider the cartesian diagram

ÛW ×V̂W
V̂ ′
W

h×1

��

F ′
W // ÛW

h

��
V̂ ′
W

FW // V̂W

defining F ′
W . Both ÛW ×V̂W

V̂ ′
W and ÛW are formal affine schemes with reduction

modulo p isomorphic to Uk, so there is an isomorphism of formal schemes

τ : ÛW
∼=−→ ÛW ×V̂W

V̂ ′
W

over W , see e.g. [Ara01, Théorème 2.1.3], defining

ÛW

GW

((τ∼= //

g

((

ÛW ×V̂W
V̂ ′
W

h×1

��

F ′
W // ÛW

h

��
V̂ ′
W

FW // V̂W
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So GW is a lift of Frobenius. By base change, it holds

H0(ÛW , G
∗
K(ÊW , ∇̂W )) = H0(V̂ ′

W , g∗G
∗
K(ÊW , ∇̂W )) =

H0(V̂ ′
W , F

∗
Wh∗(ÊW , ∇̂W ))

so we may assume

(GW : ÛW → ÛW ) = (FW : V̂ ′
W → V̂W ).

Then

H0(V̂ ′
W , F

∗
W (ÊW , ∇̂W ))⊗W K = ⊕χi,0≤niji

≤p−1H
0(V̂K , (ÊK , ∇̂K)⊗di=1 χ

niji )

where the χi are the characters defining the Kummer cover xi 7→ xpi . The only

tensor product ⊗di=1χ
niji which extends as a formal flat connection on V̂W is the

trivial one, that is the one for which all the niji = 0, i = 1, . . . , d. Thus

Hi(V̂ ′
W , F

∗
W (ÊW , ∇̂W ))⊗W K = Hi(V̂W , (ÊW , ∇̂W ))⊗W K.

The second part of the proposition is also checked locally on ÛW with Frobenius
lift FW , where it is trivial. This finishes the proof.

□

8.5. Proof of [EG20], Theorem 1.6. Let XC be a smooth projective variety. Let
(Ei,∇i)C, i = 1, . . . , N be the finitely many irreducible rank r rigid local systems
with a fixed torsion determinant L. We denote by the same letter L the associated
rank one connection (L⊗C OXan

, 1⊗ d). Let MdR(X, r,L) be the de Rham moduli
space of irreducible rank r flat connections on XC with determinant L. So the
connections (Ei,∇i)C are the isolated complex points of MdR(X, r,L). Let S be a
scheme such that

0) S → Spec(Z) is smooth of finite type, 2 is not in the image;
1) XC has a smooth projective model XS ;
2) L has a model LS and MdR(X, r,L) has a flat model MdR(X, r,L)S over S

([Lan14, Theorem 1.1]);
3) the connections (Ei,∇i)C, i = 1, . . . , N have a model (Ei,∇i)S defining N

S-sections of MdR(X, r,L)S ;
4) MdR(X, r,L)S,red is étale over S at those N pairwise different S-points;
5) the formal completion of MdR(X, r,L)S at those sections is flat over S;
6) the S ⊗Z Q-modules

Hj(XS , End(Ei,∇i)S), j = 1, 2, i = 1, . . . , N

and

K((Ei,∇i))S =

Ker
(
H1(XS , End(Ei,∇i)S)

x7→x∪x−−−−−→ H2(XS , End(Ei,∇i)S)
)

satisfy base change.

The following theorem is [EG20, Theorem 1.6], with a more precise description
than in loc. cit. of the scheme S on which it holds.

Theorem 8.4. For any point SpecW → S where W = W (k) and k is a per-

fect characteristic p > 0 field, for any i = 1, . . . , N , the p-completion (Êi, ∇̂i)W
of (Ei,∇i)S |XW

is an isocrystal with a Frobenius structure. In particular it has
nilpotent p-curvature.
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Proof. By [GM88, Proposition 4.4] the completion of K((E,∇)C) at 0 is isomorphic
to the completion at the complex point (E,∇)C of MdR(X, r,L). Grothendieck’s
comparison isomorphism

Hi(XW , (Ei,∇i)S |XW
)

∼=−→ Hi(X̂W , (Êi, ∇̂i)W )

which implies the comparison isomorphism

Hi(XK , (Ei,∇i)S) = Hi(XW , (Ei,∇i)S |XW
)Q

∼=−→

Hi(X̂W , (Êi, ∇̂i)W )Q = Hi(X̂K , (Êi, ∇̂i)K)

is compatible with the cup-product. Here K = Frac(W ) and X̂K = X̂W ⊗W
K. Proposition 8.3 then implies that F ∗ maps isomorphically the completion
of MdR(X, r,L)S at (Êi, ∇̂i)K to the one at F ∗(Êi, ∇̂i)K . Thus the latter is 0-
dimensional over K. We conclude

F ∗(Êi, ∇̂i)K = (Êφ(i), ∇̂φ(i))K for some φ(i) ∈ {1, . . . , N}.

Proposition 8.3 for H0 implies then that φ : {1, . . . , N} → {1, . . . , N} is an injective
map, thus is a bijection. Thus there is a natural numberM , which divides N !, such
that

φ ◦ . . . ◦ φ︸ ︷︷ ︸
M-times

= Identity.

In other words

(FM )∗(Êi, ∇̂i)K = (Êi, ∇̂i)K ∀i = 1, . . . , N.

This finishes the first part of the proof. As for the second part, we apply [ES18,
Proof of Proposition 3.1] which shows that the nilpotency of the p-curvature does
not depend on the lattice chosen.

□

Remark 8.5. As compared to [EG20, Theorem 1.6], this proof has the advantage
that it is p-adic as opposed to a characteristic p > 0 proof. This is more natural
as the result is p-adic. It also gives a larger S on which the result holds. It has
the disadvantage to juggle with a cohomology which is nowhere studied in details
(Proposition 8.3) and, what is the most important point, it does not yield on the
nose a Fontaine-Lafaille module on XW , and its counterpart which is a p-adic
crystalline local system on XK . This is the topic of Lecture 9. The counting
argument at the end is of course taken from the proof of [EG20, Theorem 1.6].
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9. Lecture 9: Rigid Local Systems, Fontaine-Laffaille modules and
Crystalline Local Systems

Abstract. As seen in Lecture 8, originally proved with Michael Groechenig in

[EG20, Theorem 1.6], rigid connections on XC smooth projective C, while re-

stricted to the formal p-completion X̂W a non-ramified projective p-adic model

XW of XC, yield F -isocrystals. More is true. By showing in [EG20] the exis-

tence of a periodic Higgs-de Rham flow on the formal connection (ÊW , ∇̂W )

on X̂W , we prove the existence of a Fontaine-Lafaille module structure on

(ÊW , ∇̂W ) [EG20, Section 4], which, via Faltings’ functor, eventually yields a
crystalline Zpf -local system on the algebraic scheme XK , where f is the period

of the Higgs-de Rham flow. This in turn implies that the rigid complex local
systems on XC , for p > 0 large so they are integral by p, the residual charac-

teristic of such a good W , descend to crystalline Zpf -local systems, see [EG20,

Section 5]. This property remains true even if X is only quasi-projective under
a strong cohomological rigidity assumption, which is fulfilled on Shimura va-

rieties of real rank ≥ 2, and assuming in addition that the local monodromies

at infinity are unipotent, see [EG21, Theorem A.4, Theorem A.22].

9.1. The main theorems. We summarize the theorems in the projective case and
then in the quasi-projective case separately as the assumptions in the latter case
are more technical.

9.1.1. Good model in the projective case. We use the notation of Lecture 8, Sec-
tion 8.5. We denote by M the rank one Higgs bundle which corresponds to the
torsion rank one connection L. Explicitly, if L = (L,∇) then M = (L, 0) as L is
assumed to be torsion. Recall from Simpson’s theory [Sim92, Lemma 4.5] that on
the Dolbeault moduli spaceMDol(X, r,M) of stable points over C, we have the C×-
operation which acts as homotheties on the Higgs field. If (Vi, θi), i = 1, . . . , N are
the N Higgs bundles associated to the N rigid connections (Ei,∇i), i = 1, . . . , N ,
then (Vi, θi) is stable under C×, thus (Ei,∇i) is a polarized complex variation of
Hodge structure (Ei, F ili,∇i) where Fili ⊂ Ei is a locally split filtration which
satisfies Griffiths transversality, and

(Vi, θi) = (gr(Ei), gr(∇i)),

see [Sim92, Lemma 4.5].

With reference to the conditions for the base S of a good model in Lecture 8,
Section 8.5, we request now S to fulfil

1a) the same as 1) together with the existence of an S-point of XS ;
2a) the same as 2) for MdR(X, r,L) and MDol(X, r,M);
3a) the same as 3) for MdR(X, r,L) and MDol(X, r,M);
4a) the same as 4) for MdR(X, r,L) and MDol(X, r,M);
5a) the same as 5) for MdR(X, r,L) and MDol(X, r,M);
6a) the filtrations Fili ⊂ Ei have a model Fili,S ⊂ EiS for i = 1, . . . , N , which

is locally split;
7a) for all closed points s ∈ |S|, the characteristic of the residue field of s is

> r + 1 and > dim(X);
8a) the local systems Li, i = 1, . . . , N associated by the Riemann-Hilbert cor-

respondence to (Ei,∇i)C, i = 1, . . . , N , are integral at all residue charac-
teristics p of the closed points of S.
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The condition 6a) can be fulfilled as there are finitely many filtrations Fili. The
conditions 2a)3a)4a)5a) can be fulfilled applying the existence of the flat moduli
spaces MdR(X, r,L)S and MDol(X, r,M)S over S, due to Langer [Lan14, Theo-
rem 1.1] and base change. Note that condition 8a) implies that the Li come from
étale Z̄p- local systems on XC, which by base change, is the same as étale Z̄p- local
systems on XK̄ , where K = Frac(W (s)) and Spec(W (s)) → S is a Witt-vector
point with residual closed point s ∈ |S|. In addition they are irreducible over Q̄p.

9.1.2. Theorem in the projective case.

Theorem 9.1 (See [EG20], Section 5). For any closed point s ∈ |S| in the basis of
a good model, the p-adic local systems Li, i = 1, . . . , N on XK̄ descend to crystalline
p-adic local systems on XK .

9.1.3. Good model in the quasi-projective case. We use the notation of Lecture 8,
Section 8.5 and of 9.1.1. We fix a good compactification X ↪→ X̄ with smooth
X̄ projective such that D := X̄ \ X is a strict normal crossings divisor. The de
Rham moduli space in rank r and fixed determinant L in the projective case is
replaced by the de Rham moduli MdR(X̄, r,L, D) of connections (E,∇) on X̄ with
log-poles along D and with nilpotent residues. We remark, even if we do not use
it, that then L extends to a torsion rank one connection on X̄. The nilpotency of
the residues implies that the (Betti or de Rham) Chern classes of the underlying
bundles E are 0, see [EV86, Proposition B.1]. We have N complex points (Ei,∇i)
of MdR(X̄, r,L, D) which describe the 0-dimensional components (rigid objects).
Furthermore, [Sim92, Lemma 4.5] is replaced by [Moc06, Theorem 10.5] which
guarantees that we have a locally split filtration Fili ⊂ Ei as in the projective case
which satisfied Griffiths transversality. Finally

(Vi, θi) = (gr(Ei), gr(∇i)),

is a stable Higgs bundle with logarithmic poles along D and nilpotent residues and
determinantM = (L, 0). With reference to the conditions for the base S of a good
model in Lecture 8, Section 8.5, and the ones in the projective case, we request now
S to fulfil

1b) XS ↪→ X̄S is a model of X ↪→ X̄ such that X̄S/S is smooth projective
and DS := X̄S \XS is a relative normal crossings divisor, and there is an
S-point of XS ;

2b) the same as 2) for MdR(X̄, r,L, D) and MDol(X̄, r,M, D);
3b) the same as 3) for MdR(X̄, r,L, D) and MDol(X̄, r,M, D);
4b) the same as 4) for MdR(X̄, r,L, D) and MDol(X̄, r,M, D);
5b) the same as 5) for MdR(X̄, r,L, D) and MDol(X̄, r,M, D);
6b) the same as 6a) for the Mochizuki filtrations;
7b) for all closed points s ∈ |S|, the characteristic of the residue field of s in

> 2(r + 1) and > dim(X).

The condition 6b) can be fulfilled for the same reason as for 6a): they are finitely
many filtrations Fili. The conditions 2b)3b)4b)5b) can be fulfilled applying the
existence of the flat moduli spaces MdR(X̄, r,L, D)S and MDol(X̄, r,M, D)S over
S, due to Langer [Lan14, Theorem 1.1] and base change.

9.1.4. Theorem in the quasi-projective case. A flat connection (E,∇) with loga-
rithmitic poles and nilpotent residues is in particular Deligne’s extension of its



LOCAL SYSTEMS 61

restriction to X, so

Hj(X, (E,∇)|X) = Hj(X̄, (Ω•
X̄(logD)⊗OX̄

E,∇)).

Note that the restriction map

H1(X̄, j!∗End0(E,∇)) ↪→ Hj(X, End0(E,∇)|X)

where End0 denotes the trace free endomorphisms, is injective. In particular, if
the right hand side vanishes, so does the left hand side. We can then apply the
integrality theorem [EG18, Theorem 1.1], see Lecture 7, so all prime numbers are
integral for Li, i = 1, . . . , N on X. This explains why the condition which is the
counterpart to 8a) is automatically fulfilled under this cohomological assumption
and does not appear in the list of conditions.

Theorem 9.2 (See [EG21], Theorem A.22). Assume that H1(X, End0(Ei,∇i)) = 0
for i = 1, . . . , N . Then for all closed points s ∈ |S| of a good model, and all
Witt vector points Spec(W (s)) → S, the p-adic local systems Li, i = 1, . . . , N on
XK̄ descend to a crystalline p-adic local systems on XK where p is the residue
characteristic of s.

Theorem 9.2 applies for Shimura varieties of real rank ≥ 2. This the framework
in which it is applied in the proof of the André-Oort conjecture in [PST21]. The
aim of the rest of the Lecture is to formulate the main steps of the proof in the
projective case.

9.2. Simpson’s versus Ogus-Vologodsky’s correspondences in the projec-
tive case. Recall first the the Ogus-Vologodsky correspondence [OV07] is a vast
elaboration of Deligne-Illusie’s splitting of the de Rham complex under the condi-
tion thatX smooth over a perfect field k lifts toW2(k) ([DI87]): for example assume
(E,∇) has nilpotent p-curvature of level one, which means there is an exact sequence
0 → (F ∗S,∇can) → (E,∇) → (F ∗Q,∇can) → 0 where S,Q are coherent sheaves
on the Frobenius twist X ′ of X, F : X → X ′ is the relative Frobenius, and ∇can is
the canonical connection determined by its flat sections S,Q on X ′. Assume (S,Q)
are vector bundles. This defines a class in H1

dR(X, (F
∗(Q−1 ⊗ S),∇can)) which by

[DI87, Theorem 2.1] is equal to H1(X ′, Q−1 ⊗ S) ⊕H0(X ′,Ω1
X′ ⊗Q−1 ⊗ S). The

class in H1(X ′, Q−1 ⊗ S) yields a vector bundle extension

0→ S → V ′ → Q→ 0

on X ′ and the class in H0(X ′,Ω1
X′ ⊗Q−1 ⊗ S) yields a nilpotent Higgs field

θ′ : V ′ → Q→ Ω1
X′ ⊗ S → Ω1

X′ ⊗ V ′.

So here we need p > dim(X) to apply [DI87] loc. cit.. Ogus-Vologodksy correspon-
dence assigns C−1(V ′, θ′) := (E,∇) to (V ′, θ′) under the assumption 7a). Assume
now that X = Xs for a closed point s ∈ |S| as in Theorem 9.1. Then starting
with (Vi, θi) = (gr(Ei), gr(∇i)) on XC, we can restrict (Vi, θi) to (Vi, θi)s on Xs,
then take the pull-back (V ′

i , θ
′
i)s under the arithmetic Frobenius on Speck where

k = κ(s) is the residue field of s, and then finally C−1
s (V ′

i , θ
′
i)s. What is its relation

to the restriction (Ei,∇i)s of (Ei,∇i)? Here Cs is the Cartier-Ogus-Vologodsky
functor on Xs. The miracle is the following theorem.

Theorem 9.3 ([EG20], Proposition 3.5). C−1
s (V ′

i , θ
′
i)s is equal to one of the (Eu,∇u)s

where u ∈ {1, . . . , N}.
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Ideal of proof. As C−1
s preserves the stability, see [Lan14, Corollary 5.10], the key

point is the so-called Beauville-Narasimhan-Ramanan correspondence [EG20, The-
orem 2.17] as proved by Michael Groechenig in his PhD Thesis [Gro16, Proposi-
tion 3.15]. In a sense it yields the Ogus-Vologodsky correspondence at the level of
moduli spaces (on a curve) with a scheme theoretic structure. If C−1

s (V ′
i , θ

′
i) was

not rigid, there would be a deformation of its moduli point yielding a nilpotent
structure around this point of order as high as we want. This nilpotent structure,
transported on the side of the Dolbeault moduli space via the Ogus-Vologodsky
correspondence, yields by rigidity over C and the property 5a) a contradiction,
as over C in MdR(X, r,L) the multiplicities of the isolated points are given, thus
bounded on S.

□

Remark 9.4. The proof above unlocked the program we had in order to prove the
arithmetic crystalline properties associated to rigid connections in Theorem 9.1.
We relagate to [EG20, Corollary A.7] a proof based on the same principle showing
nilpotency of the p-curvature (which we discussed via p-adic methods in Theo-
rem 8.4), which, in the words of an anonymous referee, yields a canonical action
of G#

m on the category of flat connections on Xs, where G#
m, is the PD hull of the

neutral element of Gm.

9.3. Periodic de Rham-Higgs flow on Xs and the GLr(F̄p)-local systems
on XK in the projective case. As C−1

s is an equivalence of categories (when
it is defined), we see that in the proof of Theorem 9.3 the assignment i 7→ u is a
bijection of {1, . . . , N}.

Defining a de Rham-Higgs flow as a sequence on Xs of {(Eι, F ilι,∇ι)} with

(Eι+1,∇ι+1) = C−1
s (grEι, gr∇ι),

we see that for any (Eι,∇ι) with ι = 1 . . . , N , (Eι, F ilι,∇ι) defines a periodic de
Rham-Higgs flow of period f(ι)|N !.

By [OV07, Subsection 4.6], refined in [LSZ19, Corollary 3.10] to take into account
the possibility of f(ι) > 1, this defines a Fontaine-Lafaille module on Xs, which we
do not define here as our emphasis is on the local system, see [FL82, Theorem 3.3].
By the enhancement of the Fontaine-Lafaille construction in loc. cit. due to Faltings
[Theorem 2.6*][Fal88] (see [EG20, Proposition 4.3]), we obtain via Fontaine-Lafaille-
Faltings’ functor the following claim.

Claim 9.5. For a closed point s of a good model S, we assign pairwise non-
isomorphic local systems Li(p) with values in GLr(Fpf(i)) on XK , for i = 1, . . . , N .

Remark 9.6. The second miracle is provided by the theory of Fontaine-Lafaille-
Faltings here: the local systems are defined over the algebraic XK .

9.4. Periodic de Rham-Higgs flow on X̂W and the GLr(W (F̄p))-local sys-
tems on XK in the projective case. The functor C−1

s of Ogus-Vologosdsky

extends to C−1
n on XW ⊗W Wn for all n, defining Ĉ on X̂W . The notion of de

Rham-Higgs flow on the formal model X̂W is completely similar to the one on Xs.
See [LSZ19, Corollary 3.10, Theorem 4.1], [SYZ22, 1.2.1] and the work of Xu [Xu19]
for very related methods and results. Then:
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Claim 9.7. For any (Êι,W , ∇̂ι,W ), the restriction of (Eι,∇ι) to X̂W , with ι =
1 . . . , N , the triple (Eι, F ilι,∇ι), defines a periodic de Rham-Higgs flow of period
f(ι)|N !.

By [OV07, Subsection 4.6], refined in [LSZ19, Corollary 3.10] to take into account

the possibility of f(ι) > 1, this defines a Fontaine-Lafaille module on X̂W , see [FL82,
Theorem 3.3]. By the enhancement of the Fontaine-Lafaille construction in loc. cit.
due to Faltings [Theorem 2.6*][Fal88] (see [EG20, Proposition 4.3]), we obtain via
the Fontaine-Lafaille-Faltings functor the following claim.

Claim 9.8. For any closed point s of a good model S, we assign pairwise non-
isomorphic p-adic local systems Li(W ) with values in GLr(W (Fpf(i))) on XK , for
i = 1, . . . , N , which are crystalline.

Remark 9.9. This refinement of Faltings concerning crystallinity (also in the quasi-
projective case) is precisely the important property used in [PST21].

9.5. From crystalline p-adic local systems on XK to p-adic local systems
on XK̄ in the projective case. The local systems (Li, i = 1, . . . , N) are integral
at p, thus by the identification π1(XC, xC) with π1(XK̄ , xK̄), they become p-adic
local systems on XX̄ . We also have the base change

Li(W )|XK̄
=: Li(K̄)

to XK̄ . To conclude Theorem 9.1 we should make sure that the Li(K̄) are not
identified on XK̄ and really come from the topological rigid local systems.

Theorem 9.10. The set of p-adic local systems {L1(K̄), . . . ,LN (K̄)} is, up to
order, the set {L1, . . . ,LN}, viewed as p-adic local systems on XK̄ . Expressed
the other way around, the p-adic local systems Li on XK̄ descend to crystalline
p-adic local systems on XK , for i = 1, . . . , N which in addition have values in
GLr(W (F̄p)).

Idea of proof. The construction of the Fontaine-Lafaille modules over X̂W is based
on the fact that X̂W is a non-ramified lift of Xs. We could repeat the construction
on X̂W (s̄) so as to obtain in this way local systems on XFrac(W (F̄p)). However, we
have to go all the way up to XK̄ .

To perform this, we use in [EG20, Section 5] Faltings’ p-adic Simpson correspon-
dence. In order to be able to apply Faltings’ theory, we have to be sure that the
Higgs bundles on XK̄ and the Li(K̄) are small in his sense. We can find infinitely
many prime numbers p > 0 with the property that κ(s) = Fp and all the fi = 1.
This is the content of [EG20, Lemma 5.11] and yields a weaker form of Theorem 9.1.
We do not get the result on all closed points of S but on an infinity of those with
infinite different residual characteristics.

In general, we resort to [SYZ22], which relies on Faltings’ p-adic Simpson corre-
spondence, and “does” part of the Fontaine-Lafaille-Faltings program in the rami-
fied case. We first argue that Li(K̄)⊗Z̄p

F̄p is irreducible. If not, using theW -point

in 1a) and the consequence that π1(XK) is then a semi-direct product of Gal(K̄/K)
with π1(XK̄), we can kill on Gal(K̄/K) the GLr(F̄p)-representation by a finite field
extension K ′/K. This enables us to conclude that Li(K ′) itself is reducible, which
by [SYZ22, Theorem 5.15] violates the stability of the associated Higgs bundle on
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XK′ . We argue similarly to distinguish the Li(K̄) ⊗Z̄p
F̄p for i = 1, . . . , N . This

finishes the proof.

□

Remark 9.11. We hope in the near future ([EG22]) to strengthen the results and
shorten the proofs of the existing ones using more and in particular more recent
p-adic methods.

9.6. Remarks. Simpson’s non-abelian Hodge theory [Sim92] is the starting point
of this chapter. We also mention that Deligne’s mixed Hodge theory [Del71] yields
a rational mixed Hodge structure on the Malčev completion of the topological
fundamental group, see [Mor78, Theorem 9.2]. One more recent way to see this is to
use that the truncations of the Malčev completion are described as the cohomology
groups of a simplicial scheme (Beilinson, see [DG05, Proposition 3.4]). There are
ℓ-adic variants of it, see [Pri09].
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10. Lecture 10: Comments and Questions

Abstract. The aim of this last Lecture is to list a few questions encountered

during the Lectures.

10.1. With respect to the p-curvature conjecture (Lecture 2). What would
be a formulation of the p-curvature conjecture when we replace a smooth quasi-
projective variety over C by the formal completion along a non-normal subvariety
of a smooth variety over C? The question is motivated by a discussion with Johan
de Jong on [LR96].

10.2. With respect to the Malčev-Grothendieck’s theorem and its shad-
ows in characteristic p > 0 (Lecture 3). As already mentioned in Section 3.3
we have two versions of Malčev-Grothendieck theorem over an algebraically closed
field of characteristic p > 0, one on the infinitesimal site (Gieseker’s conjecture,
solved, see Theorem 3.4), one on the crystalline site (unsolved) due to de Jong, but
we do not have at present a formulation in the prismatic site, one difficulty being
the iso-notion.

10.3. With respect to Lubotzky’s Theorem 4.2. Notation as in loc. cit..
Assume π is a profinite group. What can be said on

dimFℓ
Hi(π, ρ) for any i ∈ N

where ρ : π → GLr(Fℓ) is a linear representation.

It holds dimFℓ
H0(π, ρ) ≤ r for any representation, whatever π is.

It holds dimFℓ
H1(π, ρ) ≤ δ · r for any profinite group π which is topologically

generated by δ elements, as a 1-continuous cocycle is uniquely defined by its value
on topological generators of π.

We observe that this linear bound forH1 is not equivalent to the finite generation
of the profinite group π. Here is an example due to Lubotzsky. LetG be a finite non-
abelian simple group, let π =

∏∞
0 G be the infinite product ofG with itself, endowed

with the profinite structure stemming from all finite quotients. As a finite quotient
π ↠ Q has to factor through some Gm for somem ∈ N, Q itself has to be isomorphic
to some Gn for some n ∈ N. As dimFℓ

H1(π, ρ) ≤ dimFℓ
H1(π, ρss) where ρss is the

semi-simplification of ρ, we may assume that ρ is irreducible. We write the exact
sequence 1 → Ker(ρ) → π → ρ(π) ∼= Gn → 1. Then Ker(ρ), which is abstractly
isomophic to π, has no abelian quotient. Thus H1(Ker(ρ), ρ|Ker(ρ)) = 0 and the

Hochshild-Serre spectral sequence yields an isomorphism H1(ρ(π), ρ)
∼=−→ H1(π, ρ).

By [AG84, Theorem A], dimFℓ
H1(ρ(π), ρ) ≤ r. This finishes the proof.

For i = 2 Lubotzky’s theorem 4.2 yields even a characterization of finite presenta-
tion.

What does the growth of the cohomology for i ≥ 3 encode as a property?

Do we have special properties for dimFℓ
Hi(π, ρ) for any i ≥ 3 if π is the tame

fundamental group ofX smooth quasi-projective over any algebraically closed field?
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10.4. With respect to Theorem 4.7. Notation as in loc. cit.. It is wishful that
Theorem 4.5 be true under the assumption that X is quasi-projective normal over
an algebraically closed characteristic p > 0 field k.

If j : X ↪→ X̄ is a normal compactification of a normal X over k, is there a formula
which enables one to bound H2(πt1(X),M) by some cohomological invariant of a
constructible sheaf on X̄ built out of the local system M?

What about higher cohomology Hi(πt1(X),M), i ≥ 3, also for X normal (see
Section 10.3)?

10.5. With respect to Theorem 5.3 and Theorem 5.10. Can we extend those
theorems to formally smooth proper schemes, to smooth rigid spaces, is there a
version for normal varieties, for non-normal varieties involving the pro-étale funda-
mental group developed in [Sch13] and in all generality in [BS15] etc. We can also
raise similar questions concerning the finite presentation of the (tame) fundamental
group. (The question for formal and rigid spaces was posed to us by Piotr Achinger
and Ben Heurer).

10.6. With respect to Theorem 6.2. Can we replace in the formulation of The-
orem 6.2 the Betti moduli in a given rank of a normal complex variety by the Mazur
or Chenevier deformation space of a given F̄ℓ-residual representation over X over F̄p
to obtain in those spaces Zariski density of the local systems with quasi-unipotent
monodromies at infinity?

10.7. With respect to Theorem 7.6 and a more elaborate version of The-
orem 7.8, see Theorem [dJE22, Theorem 1.4]. The main question is “where”
is sp−1

C,s̄(Lσℓ ) located with respect to Lℓ on MB(X, r,L, Ti). If Lℓ lied on a d-

dimensional component, what about sp−1
C,s̄(Lσℓ )? For example, if X = P1 \Σ where

Σ ⊂ P1 consists of finitely many points, then irreducible rigid local systems are
cohomologically rigid ([Kat96, Corollary 1.2.5]), thus the proof of Theorem 7.6
shows that then if d = 0, then sp−1

C,s̄(Lσℓ ) is a 0-dimensional component as well.
What about the higher dimensional components in this case?

10.8. With respect to Theorem 7.8. Does Theorem 7.8 hold with X defined
over F̄p? To be precise, assume that in a given rank r, there is an irreducible ℓ-adic
local system. Can we conclude that for all ℓ′ ̸= p there is an irreducible ℓ′-adic local
system of rank r, and that perhaps by ℓ′ = p, there is an irreducible isocrystal of
rank r? Note if arithmetic ℓ-adic local systems were dense in the Chenevier defor-
mation space as wished for in Conjectures [EK22, Weak and Strong Conjectures],
this much weaker problem would have a positive answer.

10.9. With respect to Lectures 8 and 9. As the de Rham-crystalline side of
the theory does not request any cohomological condition on the rigid systems when
X is projective, if would be wishful to understand the full strength of the theorems
in the non-proper case.
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[Kat72] Katz, N.: Algebraic Solutions of Differential Equations (p-curvature and the Hodge

Filtration), Inventiones math. 18 (1972), 1–118.
[Kat96] Katz, N.: Rigid local systems, Princeton University Press (1996).
[KS09] Kerz, M., Schmidt, A.: Covering data and higher dimensional global class field theory,

J. Number Theory 129 (2009), no. 10, 2569–2599.

[KS10] Kerz, M., Schmidt, A.: On different notions of tameness in arithmetic geometry,
Math. Ann. 346 (2010), no. 3, 64–668.

[KM74] Katz, N., Messing, W.: Some Consequences of the Riemann Hypothesis for Varieties
over Finite Fields, Inventiones math. 23 (1974), 73–77.

[Ked22] Kedlaya, K.: Étale and crystalline companions, to appear in Épiga, https://
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