
Ad-hoc On-Demand Distance Vector RoutingCharles E. PerkinsSun Microsystems LaboratoriesAdvanced Development GroupMenlo Park, CA 94025cperkins@eng.sun.com Elizabeth M. RoyerDept. of Electrical and Computer EngineeringUniversity of California, Santa BarbaraSanta Barbara, CA 93106eroyer@alpha.ece.ucsb.eduAbstractAn ad-hoc network is the cooperative engagement ofa collection of mobile nodes without the required inter-vention of any centralized access point or existing in-frastructure. In this paper we present Ad-hoc On De-mand Distance Vector Routing (AODV), a novel algo-rithm for the operation of such ad-hoc networks. EachMobile Host operates as a specialized router, and routesare obtained as needed (i.e., on-demand) with littleor no reliance on periodic advertisements. Our newrouting algorithm is quite suitable for a dynamic self-starting network, as required by users wishing to utilizead-hoc networks. AODV provides loop-free routes evenwhile repairing broken links. Because the protocol doesnot require global periodic routing advertisements, thedemand on the overall bandwidth available to the mo-bile nodes is substantially less than in those protocolsthat do necessitate such advertisements. Neverthelesswe can still maintain most of the advantages of basicdistance-vector routing mechanisms. We show that ouralgorithm scales to large populations of mobile nodeswishing to form ad-hoc networks. We also include anevaluation methodology and simulation results to verifythe operation of our algorithm.Keywords: Ad-hoc Networking, Distance VectorRouting, Dynamic Routing, Mobile Networking, Wire-less Networks1. IntroductionLaptop computers continue to show improvementsin convenience, mobility, memory capacity, and avail-ability of disk storage. These smaller computers canbe equipped with gigabytes of disk storage, high res-olution color displays, pointing devices, and wirelesscommunications adapters. Moreover, because many ofthese small (in size only) computers operate with bat-

tery power, users are free to move about at their con-venience without being constrained by wires.The idea of forming an on-the-y ad-hoc network ofmobile nodes dates back to DARPA packet radio net-work days [11, 12]. More recently the interest in thissubject has grown due to availability of license-free,wireless communication devices that users of laptopcomputers can use to communicate with each other.Several recent papers on this topic have focused on thealgorithmic complexity of choosing the optimal set ofad-hoc routers [6, 8, 15], while others have proposednew routing solutions [4, 7, 10, 14, 16, 18] leverag-ing features from the existing Internet routing algo-rithms. Interest within the Internet Engineering TaskForce (IETF) is also growing as is evidenced by the for-mation of a new working group (manet [5, 13]) whosecharter is to develop a solution framework for rout-ing in ad-hoc networks. The manet working group hasgoals that are quite distinct from the goals of the IETFmobileip working group, and make little or no use ofMobile IP [20] or any of its forerunners (e.g., [9, 22]).The Destination-Sequenced Distance Vector(DSDV) algorithm has been proposed [18] as a variantof the distance vector routing method by which mobilenodes cooperate to form an ad-hoc network. DSDV ise�ective for creating ad-hoc networks for small popu-lations of mobile nodes, but it is a fairly brute forceapproach because it depends for its correct operationon the periodic advertisement and global dissemina-tion of connectivity information. Frequent system-widebroadcasts limit the size of ad-hoc networks that cane�ectively use DSDV because the control message over-head grows as O(n2). DSDV also requires each mobilenode to maintain a complete list of routes, one for eachdestination within the ad-hoc network. This almost al-ways exceeds the needs of any particular mobile node.Keeping a complete routing table does reduce route ac-quisition latency before transmission of the �rst packetto a destination. It is, however, possible to design a sys-



tem whereby routes are created on-demand (e.g., [10]).Such systems must take steps to limit the time used forroute acquisition; otherwise, users of the ad-hoc nodesmight experience unacceptably long waits before trans-mitting urgent information. The advantage here is thata smoothly functioning ad-hoc system with on-demandroutes could largely eliminate the need for periodicbroadcast of route advertisements. With the goals ofminimizing broadcasts and transmission latency whennew routes are needed, we designed a protocol to im-prove upon the performance characteristics of DSDVin the creation and maintenance of ad-hoc networks.Although AODV does not depend speci�cally onparticular aspects of the physical medium across whichpackets are disseminated, its development has beenlargely motivated by limited range broadcast mediasuch as those utilized by infrared or radio frequencywireless communications adapters. Using such media,a mobile node can have neighbors which hear its broad-casts and yet do not detect each other (the hidden ter-minal problem [21]). We do not make any attempt touse speci�c characteristics of the physical medium inour algorithm, nor to handle speci�c problems posedby channelization needs of radio frequency transmit-ters. Nodes that need to operate over multiple chan-nels are presumed to be able to do so. The algorithmworks on wired media as well as wireless media, as longas links along which packets may be transmitted areavailable. The only requirement placed on the broad-cast medium is that neighboring nodes can detect eachothers' broadcasts.AODV uses symmetric links between neighboringnodes. It does not attempt to follow paths betweennodes when one of the nodes cannot hear the other one;however we may include the use of such links in futureenhancements. Steps to prevent use of such asymmet-ric links between nodes are described briey in Sec-tion 2.4.The remainder of this paper is organized as follows.In Section 2, the protocol details for AODV are given.Section 3 presents the simulations, input parameters,and results obtained. Section 4 describes our plans forfuture work, and �nally Section 5 concludes the paper.2. The Ad-hoc On-Demand DistanceVector AlgorithmOur basic proposal can be called a pure on-demandroute acquisition system; nodes that do not lie on ac-tive paths neither maintain any routing informationnor participate in any periodic routing table exchanges.Further, a node does not have to discover and maintaina route to another node until the two need to commu-

nicate, unless the former node is o�ering its servicesas an intermediate forwarding station to maintain con-nectivity between two other nodes.When the local connectivity of the mobile node isof interest, each mobile node can become aware of theother nodes in its neighborhood by the use of severaltechniques, including local (not system-wide) broad-casts known as hello messages. The routing tables ofthe nodes within the neighborhood are organized to op-timize response time to local movements and providequick response time for requests for establishment ofnew routes. The algorithm's primary objectives are:� To broadcast discovery packets only when neces-sary� To distinguish between local connectivity manage-ment (neighborhood detection) and general topol-ogy maintenance� To disseminate information about changes in lo-cal connectivity to those neighboring mobile nodesthat are likely to need the information.AODV uses a broadcast route discovery mecha-nism [4], as is also used (with modi�cations) in the Dy-namic Source Routing (DSR) algorithm [10]. Insteadof source routing, however, AODV relies on dynam-ically establishing route table entries at intermediatenodes. This di�erence pays o� in networks with manynodes, where a larger overhead is incurred by carry-ing source routes in each data packet. To maintainthe most recent routing information between nodes,we borrow the concept of destination sequence num-bers from DSDV [18]. Unlike in DSDV, however, eachad-hoc node maintains a monotonically increasing se-quence number counter which is used to supersede stalecached routes. The combination of these techniquesyields an algorithm that uses bandwidth e�ciently (byminimizing the network load for control and data traf-�c), is responsive to changes in topology, and ensuresloop-free routing.
2.1. Path DiscoveryThe Path Discovery process is initiated whenever asource node needs to communicate with another nodefor which it has no routing information in its table.Every node maintains two separate counters: a nodesequence number and a broadcast id. The source nodeinitiates path discovery by broadcasting a route request(RREQ) packet to its neighbors. The RREQ containsthe following �elds:< source addr; source sequence #; broadcast id;dest addr; dest sequence #; hop cnt >2



The pair < source addr; broadcast id > uniquelyidenti�es a RREQ. broadcast id is incremented when-ever the source issues a new RREQ. Each neighboreither satis�es the RREQ by sending a route reply(RREP) back to the source (see Section 2.1.2), or re-broadcasts the RREQ to its own neighbors after in-creasing the hop cnt. Notice that a node may receivemultiple copies of the same route broadcast packet fromvarious neighbors. When an intermediate node receivesa RREQ, if it has already received a RREQ with thesame broadcast id and source address, it drops the re-dundant RREQ and does not rebroadcast it. If a nodecannot satisfy the RREQ, it keeps track of the follow-ing information in order to implement the reverse pathsetup, as well as the forward path setup that will ac-company the transmission of the eventual RREP:� Destination IP address� Source IP address� Broadcast id� Expiration time for reverse path route entry� Source node's sequence number.
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2.1.1. Reverse Path SetupThere are two sequence numbers (in addition tothe broadcast id) included in a RREQ: the source se-quence number and the last destination sequence num-ber known to the source. The source sequence numberis used to maintain freshness information about the re-verse route to the source, and the destination sequencenumber speci�es how fresh a route to the destinationmust be before it can be accepted by the source.

As the RREQ travels from a source to various desti-nations, it automatically sets up the reverse path fromall nodes back to the source [4], as illustrated in Fig-ure 1. To set up a reverse path, a node records theaddress of the neighbor from which it received the �rstcopy of the RREQ. These reverse path route entries aremaintained for at least enough time for the RREQ totraverse the network and produce a reply to the sender.
2.1.2. Forward Path SetupEventually, a RREQ will arrive at a node (possiblythe destination itself) that possesses a current route tothe destination. The receiving node �rst checks thatthe RREQ was received over a bi-directional link. Ifan intermediate node has a route entry for the desireddestination, it determines whether the route is currentby comparing the destination sequence number in itsown route entry to the destination sequence numberin the RREQ. If the RREQ's sequence number for thedestination is greater than that recorded by the inter-mediate node, the intermediate node must not use itsrecorded route to respond to the RREQ. Instead, theintermediate node rebroadcasts the RREQ. The inter-mediate node can reply only when it has a route witha sequence number that is greater than or equal tothat contained in the RREQ. If it does have a currentroute to the destination, and if the RREQ has not beenprocessed previously, the node then unicasts a route re-ply packet (RREP) back to its neighbor from which itreceived the RREQ. A RREP contains the followinginformation:< source addr; dest addr; dest sequence #;hop cnt; lifetime >By the time a broadcast packet arrives at a nodethat can supply a route to the destination, a re-verse path has been established to the source of theRREQ (Section 2.1.1). As the RREP travels backto the source, each node along the path sets up aforward pointer to the node from which the RREPcame, updates its timeout information for route en-tries to the source and destination, and records thelatest destination sequence number for the requesteddestination. Figure 2 represents the forward pathsetup as the RREP travels from the destination Dto the source node S. Nodes that are not along thepath determined by the RREP will timeout after AC-TIVE ROUTE TIMEOUT (3000 msec) and will deletethe reverse pointers.A node receiving an RREP propagates the �rstRREP for a given source node towards that source.If it receives further RREPs, it updates its routing in-formation and propagates the RREP only if the RREP3



contains either a greater destination sequence numberthan the previous RREP, or the same destination se-quence number with a smaller hopcount. It suppressesall other RREPs it receives. This decreases the num-ber of RREPs propagating towards the source whilealso ensuring the most up-to-date and quickest routinginformation. The source node can begin data trans-mission as soon as the �rst RREP is received, and canlater update its routing information if it learns of abetter route.
2.2. Route Table ManagementIn addition to the source and destination sequencenumbers, other useful information is also stored in theroute table entries, and is called the soft-state asso-ciated with the entry. Associated with reverse pathrouting entries is a timer, called the route request ex-piration timer. The purpose of this timer is to purgereverse path routing entries from those nodes that donot lie on the path from the source to the destination.The expiration time depends upon the size of the ad-hoc network. Another important parameter associatedwith routing entries is the route caching timeout, or thetime after which the route is considered to be invalid.In each routing table entry, the address of activeneighbors through which packets for the given desti-nation are received is also maintained. A neighboris considered active (for that destination) if it origi-nates or relays at least one packet for that destinationwithin the most recent active timeout period. This in-formation is maintained so that all active source nodescan be noti�ed when a link along a path to the des-tination breaks. A route entry is considered active ifit is in use by any active neighbors. The path froma source to a destination, which is followed by pack-ets along active route entries, is called an active path.Note that, as with DSDV, all routes in the route tableare tagged with destination sequence numbers, whichguarantee that no routing loops can form, even underextreme conditions of out-of-order packet delivery andhigh node mobility (see Appendix A).A mobile node maintains a route table entry for eachdestination of interest. Each route table entry containsthe following information:� Destination� Next Hop� Number of hops (metric)� Sequence number for the destination� Active neighbors for this route� Expiration time for the route table entry

Each time a route entry is used to transmit datafrom a source toward a destination, the timeoutfor the entry is reset to the current time plus ac-tive route timeout.If a new route is o�ered to a mobile node, the mo-bile node compares the destination sequence numberof the new route to the destination sequence numberfor the current route. The route with the greater se-quence number is chosen. If the sequence numbers arethe same, then the new route is selected only if it hasa smaller metric (fewer number of hops) to the desti-nation.
2.3. Path MaintenanceMovement of nodes not lying along an active pathdoes not a�ect the routing to that path's destination.If the source node moves during an active session, itcan reinitiate the route discovery procedure to estab-lish a new route to the destination. When either thedestination or some intermediate node moves, a specialRREP is sent to the a�ected source nodes. Periodichello messages can be used to ensure symmetric links,as well as to detect link failures, as described in Sec-tion 2.4. Alternatively, and with far less latency, suchfailures could be detected by using link-layer acknowl-edgments (LLACKS). A link failure is also indicated ifattempts to forward a packet to the next hop fail.Once the next hop becomes unreachable, the nodeupstream of the break propagates an unsolicited RREPwith a fresh sequence number (i.e., a sequence numberthat is one greater than the previously known sequencenumber) and hop count of 1 to all active upstreamneighbors. Those nodes subsequently relay that mes-sage to their active neighbors and so on. This pro-cess continues until all active source nodes are noti�ed;it terminates because AODV maintains only loop-freeroutes and there are only a �nite number of nodes inthe ad-hoc network.Upon receiving noti�cation of a broken link, sourcenodes can restart the discovery process if they still re-quire a route to the destination. To determine whethera route is still needed, a node may check whether theroute has been used recently, as well as inspect upper-level protocol control blocks to see whether connec-tions remain open using the indicated destination. Ifthe source node (or any other node along the previ-ous route) decides it would like to rebuild the route tothe destination, it sends out an RREQ with a desti-nation sequence number of one greater than the previ-ously known sequence number, to ensure that it buildsa new, viable route, and that no nodes reply if theystill regard the previous route as valid.4



S DATA VOICESimulated protocol UDP UDPPacket size (bytes) 64 170Packet count Exponential-mean 1000 Exponential-mean 1000Inter-arrival time of data packets 20 msec 20 msecSession interval (sec) Geometric-mean 900 Geometric-mean 600
Table 1. Session-Dependent Traffic Parameters.

2.4. Local Connectivity ManagementNodes learn of their neighbors in one of two ways.Whenever a node receives a broadcast from a neigh-bor, it updates its local connectivity information toensure that it includes this neighbor. In the eventthat a node has not sent any packets to all of its ac-tive downstream neighbors within hello interval, itbroadcasts to its neighbors a hello message (a spe-cial unsolicited RREP), containing its identity andsequence number. The node's sequence number isnot changed for hello message transmissions. Thishello message is prevented from being rebroadcast out-side the neighborhood of the node because it con-tains a time to live (TTL) value of 1. Neighborsthat receive this packet update their local connectiv-ity information to the node. Receiving a broadcastor a hello from a new neighbor, or failing to receiveallowed hello loss consecutive hello messages froma node previously in the neighborhood, is an indica-tion that the local connectivity has changed. Fail-ing to receive hello messages from inactive neighborsdoes not trigger any protocol action. If hello mes-sages are not received from the next hop along an ac-tive path, the active neighbors using that next hopare sent noti�cation of link failure as described inSection 2.3. We have determined the optimal valuefor allowed hello loss is two, as is shown in Sec-tion 3.2.The local connectivity management with hello mes-sages can also be used to ensure that only nodes withbidirectional connectivity are considered to be neigh-bors. For this purpose, each hello sent by a node liststhe nodes from which it has heard. Each node checksto make sure that it uses only routes to neighbors thathave heard the node's hello message. To save localbandwidth, such checking should be performed only ifexplicitly con�gured into the nodes.3. Simulations and ResultsWe have simulated AODV using an event-driven,packet-level simulator called PARSEC[1], which was

developed at UCLA as the successor to Maisie[2]. ThePARSEC language is suited to the simulation of dy-namic topologies and routing algorithms.The main objective of our simulations is to showthat on-demand route establishment with AODV isboth quick and accurate. Additional objectives includeshowing that AODV scales well to large networks, anddetermining the optimal value for each of the necessaryparameters.
3.1. Simulation EnvironmentOur simulations were run using networks of 50, 100,500, and 1000 nodes. The movement algorithm for allnetwork sizes is the same. Nodes are initially placedrandomly within a �xed-size L � L area. During thesimulation, nodes are free to move anywhere within thisarea. Each node chooses a speed from a uniform distri-bution between 0.4 and 0.8 meters per second. It thentravels towards a random spot within the L � L area.The node moves until it reaches that spot, then choosesa rest period from a uniform distribution between 60and 300 seconds. After the rest period, the node travelstowards another randomly selected spot. This processrepeats throughout the simulation, causing continuouschanges in the topology of the underlying network.Each of the simulations also uses the same channelmodel. Before beginning a transmission, carrier sens-ing is performed by a node to determine whether anyof its neighbors is transmitting. If the node detects anongoing transmission by a neighbor, it calculates an ex-ponential backo� based on the number of times it hasattempted the retransmission and waits this amount oftime before listening to the channel again. A node at-tempts to transmit a packet max retrans times beforedropping the packet.Nodes in the simulation frequently su�er from thehidden terminal problem. If node A transmits to nodeB, and node C, unable to hear node A's transmission,simultaneously transmits to node B, we assume thepackets collide at node B and both packets are dropped.Each node creates a session to another node selectedat random. The sessions created for each simulation5



Hello Interval 1000 msecRoute Discovery Timeout 1000 msecRoute Expiration 3000 msecReverse Route Life 3000 msecMaximum # of Retransmissions 10
Table 2. Simulated Parameter Valuesare of homogeneous type; they are either small data(S DATA) packets or voice data. The parameters foreach of the session types are given in Table 1. We choseto use the small data packet sessions for most of oursimulations because the larger size of the voice packetsand the greater number of sessions generated tended tocongest the network and hence decrease the goodputratio. Nevertheless, we include the results from thesesimulations to o�er a contrast to the lighter demandsof the small data packets and to place a greater stresson the protocol.A session sends data segments until either it hassent the desired number of segments or it receives atimeout message from the network layer. Timeouts aretriggered when a node has sent a RREQ for a particulardestination and has not received a valid route withinroute discovery timeout. Any time a route is notavailable during a session, packets are dropped by thenetwork layer. The data rate for both session types is1.0 Mbit/sec.Each simulation is run for 600 seconds, and new ses-sions are generated throughout the simulation. Hence,we keep track of, and account for, any uncompletedsessions and data packets in transit at the end of thesimulation.
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Figure 3. Achieved Goodput for Varyingrreq retries

The interconnection pattern of an ad-hoc networkis determined in part by the communication range(Rmax). For our simulations, we held Rmax constantat 10m. Two nodes can communicate directly, and arethus considered each other's neighbors, if they are lessthan Rmax distance apart. The room size for the 50and 100 nodes networks is 50m�50m. For 500 nodes,we found 50m�50m to be too small, so we increased thedimensions to 100m�100m. Similarly, for 1000 nodeswe used a room size of 150m�150m.Table 2 gives the values of the essential parametersfor AODV. The parameter values were chosen becausethey minimize network congestion while allowing thealgorithm to operate as quickly and as accurately aspossible.
3.2. Results and DiscussionOur �rst objective was to show that AODV can�nd routes quickly and accurately. Since we did notat this time know an optimal value for rreq retriesand allowed hello loss, we varied rreq retries be-tween 0 and 3 and set allowed hello loss to 2, avalue we intuitively guessed would be reasonable. Fig-ure 3 shows the goodput ratios for 50 and 100 nodesusing the S DATA session type. For 50 nodes, thegoodput ratio is consistently above 98%. For 100nodes, the goodput ratio for rreq retries=0 is ap-proximately 96%, but then it decreases to 92% forrreq retries=1 and then increases with increasingvalues of rreq retries. Broch et al. [3] simulatedAODV over a network of 50 nodes and achieved good-put ratios between 97% and 100%, depending on theamount of time the nodes were stationary during thesimulation. Note that our S DATA simulation usesthe same size data packets as they did. Hence, our
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Figure 5. Route Acquisition Latency for
Varying rreq retriesachieved goodput ratio for a 50 node network roughlycorresponds with their results for the same size net-work, with our results being slightly better. We disre-gard the arti�cially high goodput ratio for 100 nodesand rreq retries=0 because 20% more of the ses-sions aborted in this simulation than in the simulationswith larger rreq retries values. Given the remaininggoodput ratios for 50 and 100 nodes, we set the optimalrreq retries value to 2.We then simulated 50 and 100 nodes networkswith rreq retries=2 and varied the allowedhello loss parameter. The results of these simu-lations are shown in Figure 4. Here, for 50 nodes,allowed hello loss=2 produced the best results,while for 100 nodes allowed hello loss=0 was thebest. Again, because 0 is an unrealistic value, andbecause allowed hello loss=2 produced the secondbest results, we chose allowed hello loss = 2 to bethe optimal value. This contradicts Broch et al.'s�nding that allowed hello loss = 3 produces bet-ter performance. In their simulations they also usedrreq retries = 3. The combination of the two pa-rameters may account for the slightly decreased good-put that their AODV simulations produced. Anothersigni�cant di�erence between their simulation and oursis that they set ROUTE DISCOVERY TIMEOUT to6000 msec, whereas we found the optimal value to be1000 msec.To show that AODV �nds routes in a timely man-ner, we examined the route acquisition latency. Theroute acquisition latency was computed by noting thesimulation time when an initial RREQ was broadcastfor a given destination, and then noting the time whenthe �rst RREP was received at the source. For suc-cessive RREQ retries for the same route, the starttime for the route was held at the time at which the

0 0.5 1 1.5 2 2.5 3
0

100

200

300

400

500

600

ALLOWED_HELLO_LOSS

R
ou

te
 A

cq
ui

si
tio

n 
La

te
nc

y 
(m

se
c)

50 Nodes
100 Nodes

Figure 6. Route Acquisition Latency for
Varying allowed hello loss�rst RREQ was sent. If a route to a destination wasnever found, this time lapse was not taken into accountin the computation. Figure 5 shows the computedroute acquisition latencies for varying rreq retriesvalues, and Figure 6 shows the corresponding valuesfor varying allowed hello loss values. With theexception of rreq retries = 0, the minimum routeacquisition latency was attained for the combinationrreq retries=2, allowed hello loss=2, giving fur-ther credence to our choice of parameter values.Table 3 gives the essential results of our simulationsfor networks of 50, 100, 500, and 1000 nodes. The re-sults were obtained using the S DATA session type, andsetting rreq retries=2 and allowed hello loss=2.The bandwidth overhead ratio is a metric taken from[17] (although there it is called bandwidth utilization),and is computed by dividing the total number of bitstransmitted by the total number of data bits trans-mitted. We include this calculation because it givesa good representation of the amount of control over-head associated with a protocol. We also report boththe instantaneous goodput ratio at the simulation end,as well as the average goodput ratio throughout thesimulation, because these numbers can vary due toa sudden increase in link breakages or session cre-ations at the end of the simulation. The 1000 nodesimulation was run for a shorter period of time be-cause of the di�culty of running such a large simu-lation. Also, the 500 and 1000 node simulations hada slightly larger session generation interval than the50 and 100 nodes networks in order to keep the to-tal number of sessions more manageable. We notethat the results of the 500 and 1000 node networksare not as good as we would have desired. Reasonsfor the decreased goodput ratio are a much greatercollision rate, due to the increase in the number of7



# of Nodes 50 100 500 1000Goodput Ratio at sim end 98.75% 93.92% 87.46% 70.53%Goodput Ratio avg 97.98% 95.91% 86.43% 72.32%Bandwidth Overhead Ratio 1.14 1.11 1.31 1.49Avg Rte Acq Latency (msec) 206 202 454 548Avg Path Length (hops) 3.94 4.57 6.83 10.45Loss to Collision 1.43% 5.74% 22.80% 26.37%Room Size (m) 50x50 50x50 100x100 150x150Simulation Length (sec) 600 600 600 300# Generated Sessions 24 62 172 263# Completed Sessions 21 46 117 120# Aborted Sessions 0 2 32 83
Table 3. Summary of S DATA Resultsnodes and the longer paths causing a greater like-lihood for collisions during the hop-by-hop forward-ing of the message, and the added interference of allthe hello messages. Also, the route acquisition la-tency increased due to the larger average path lengthand the additional delay in control message trans-mission because of increased competition for channelaccess. However, regardless of the decreased perfor-mance values, AODV is currently one of the mostscalable ad-hoc routing protocols. We feel that withnetworks this large we are pushing the current capa-bilities of mobile networks, as we are not aware ofany other attempts to model networks of such a largesize.We also ran simulations of the 50 and 100 node net-works using the voice session type described in Sec-tion 3.1. We used this session type to stress the abil-ities of AODV. The results of these simulations, to-gether with the comparable results from the S DATAsession type, are given in Table 4. The two im-portant results from these simulations are the good-put ratio and the bandwidth overhead ratio. Thegoodput ratio for the voice session type was lowerthan that of the S DATA sessions. This is due tothe fact that there were signi�cantly more collisionsdue to the longer data packet lengths. Also, be-cause the data packets were larger and took longerto transmit, we found that the queues of the nodesfrequently backed up because they had to wait forchannel access for possibly lengthy periods of time,causing delays in sending RREQs and RREPs. Onthe other hand, if we compare the bandwidth over-head ratio between the two session types, we �nd thatthe voice sessions had more optimal results than theS DATA sessions. This is because for virtually the

same amount of control overhead (i.e. the same numberof RREQs and RREPs), the voice sessions send manymore data bits because of the increased data packetsize.4. Current Status and Future WorkCurrently, AODV has been speci�ed in an Inter-net Draft [19] submitted to the IETF manet workinggroup. There are a number of further improvementswhich may support larger populations of ad-hoc users,or improve response time to route queries, or increasethe capabilities of the protocol.
4.1. MulticastMulticast, as a basic tool for conferencing applica-tions, must be considered when designing routing al-gorithms for ad-hoc networks. We have already en-hanced AODV to provide multicast capability. Mul-ticast using AODV follows directly from the RouteRequest/Route Reply message cycle and requires onlyone additional message type, the Multicast ValidationMessage. Nodes in the network that are membersof the same multicast group, together with the nodesused as routers to connect group members, form a bi-directional multicast tree across which multicast datapackets are relayed. The MACT message is used toselect the node which a source node chooses as its nexthop for the multicast tree. Additionally, there is a mul-ticast group leader that is responsible for incrementingthe multicast group sequence number. More details ofthe multicast portion of AODV can be found in [19].8



# of Nodes 50 100Session Type S DATA Voice S DATA VoiceGoodput Ratio at sim end 98.75% 86.18% 93.92% 83.38%Bandwidth E�ciency 1.14 1.06 1.11 1.06Avg Rte Acq Latency (msec) 206 388 202 580# Generated Sessions 24 45 62 89
Table 4. Comparison of Voice and S DATA Simulations

4.2. Intermediate Node Route RebuildingRoute rebuilding after a link breakage is currentlythe responsibility of the source node. However, one al-ternative to this method is to allow the node upstreamof the break to try to repair an active (i.e. recentlyused) route before sending the link failure noti�cation.Because the next hop with which it lost contact is likelyto still be in the near vicinity and have a valid routeto the destination, the TTL value of the RREQ sentby the intermediate node can be small so that the linkfailure can be localized.A tradeo� between quickly reestablishing the routeand preventing the source node from continuing to senddata packets exists when allowing intermediate nodesto rebuild routes. Allowing intermediate node route re-building could provide for quicker route reconstructionand fewer dropped packets if the route is able to bereconstructed quickly. On the other hand, more datapackets will have been lost during an unsuccessful re-construction attempt than would have been if a linkfailure noti�cation had been sent at the initial discov-ery of the broken link. We plan to investigate whichmethod is superior in terms of goodput and latency.
4.3. Elimination of Hello MessagesHello messages, while allowing nodes to learn aboutneighbor changes in a timely manner, create extra con-trol overhead and increase bandwidth consumption.We chose to include hello messages in the design ofAODV because we did not want AODV to have to relyon an underlying MAC-sublayer protocol. However,we are currently investigating ways of eliminating theneed for hello messages, while still allowing AODV tooperate independently from such an underlying proto-col.
4.4. Locality of Association and QoSWe expect improvements to the latency of estab-lishing routes by exploiting locality of association.

This may, for instance, lead to transmitting additionalroute information along a backbone. Such backbonenodes might perform intermediate varieties of routerequest propagation before relaying such requests in-discriminately, further improving bandwidth utiliza-tion. Another alternative could be that mobile nodesthat are currently corresponding might o�er to ex-change their local routing tables with each other,thus reducing further the setup time required for anyof their mutual neighbors to communicate with eachother.QoS is another important feature of routing proto-cols. AODV has been enhanced to provide basic QoSservices, namely delay and bandwidth assurances. Weplan to investigate the e�cacy of these additions in thenear future.5. ConclusionIn summary, we have presented a distance vector al-gorithm that is suitable for use with ad-hoc networks.AODV avoids problems with previous proposals (no-tably DSDV) and has the following features:� Nodes store only the routes that are needed� Need for broadcast is minimized� Reduces memory requirements and needless dupli-cations� Quick response to link breakage in active routes� Loop-free routes maintained by use of destinationsequence numbers� Scalable to large populations of nodes.Compared to DSDV, and other algorithms which storecontinuously updated routes to all destinations in thead-hoc network, our algorithm has longer latency forroute establishment, but we have taken the followingsteps to alleviate this problem:� A route to a destination may be returned by anyintermediate node� Link breakages are reported immediately, androutes are quickly re-established9
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A. Proof of the Loop-free PropertyVerifying that AODV establishes only loop-freeroutes is easy because of the e�ect of the destination se-quence number on the maintenance of routes. Supposethat there is a loop in a route to a destination Z, andthat nodes Xi are the nodes in the loop for i=1,2,: : :,n.As a matter of terminology, we say that Xi \points to"Xj (symbolically, Xi ! X j) if the routing table entryof Xi for destination Z shows node Xj as the next hopto Z. Then, for each Xi, Xi ! X i+1 for i=1,2,: : :,n,and furthermore Xn ! X 1.Let Ti be the destination sequence number forthe route entry at Xi for destination Z. Then,Ti � Ti+1 whenever Xi ! Xi+1, because of theprocessing of the RREP speci�ed in Section 2.1.2.Since T1 � T2 � : : : � Tn � T 1, evidentlythe destination sequence numbers are the same forevery node Xi in the routing loop. Moreover,if it were possible to create a routing loop, this
equality would have to hold the instant the loop wascreated. Furthermore, because the destination se-quence numbers are all the same, the next hop infor-mation must have been derived at every node Xi fromthe same RREP transmitted by the destination Z.Consider now the metrics mi to the destination Z.Since Xi ! Xi+1 only if mi = mi+1 + 1, then m1 =mn + (n � 1). But because Xn ! X1, mn = m1 + 1,and n = 0; this is a contradiction.An inductive argument is also possible. Letting kbe the minimum length of a routing loop, one couldalways construct another routing loop of length k � 1just by modifying the routing table at the node Xk topoint to X2 instead of of X1. This works as long ask � 3, showing that it is only possible to constructa routing loop of length 2. Then a simple argumentusing destination sequence numbers. RREP handlingshows that routing loops cannot have length 2, so thatrouting loops cannot contain more than one node. Butthis means that there cannot be any routing loops.
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