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Reducing Memory Requirements in Scientific
Computing and Optimal Control

Sebastian Götschel∗ Christoph von Tycowicz†

Konrad Polthier† Martin Weiser∗

Abstract

In high accuracy numerical simulations and optimal control of time-dependent
processes, often both many time steps and fine spatial discretizations are needed.
Adjoint gradient computation, or post-processing of simulation results, requires
the storage of the solution trajectories over the whole time, if necessary together
with the adaptively refined spatial grids. In this paper we discuss various tech-
niques to reduce the memory requirements, focusing first on the storage of the
solution data, which typically are double precision floating point values. We high-
light advantages and disadvantages of the different approaches. Moreover, we
present an algorithm for the efficient storage of adaptively refined, hierarchic grids,
and the integration with the compressed storage of solution data.

1 Introduction
The numerical solution and optimal control of time-dependent, nonlinear PDEs often
requires fine discretization both of the time interval [0,T ] and the — typically three-
dimensional — spatial domain Ω to achieve accurate results. For optimization, adjoint
gradient computation is often used, see e.g. [28]. There, the solution trajectory over
the whole time interval needs to be stored, together with the adaptively refined spatial
grids. To be more precise, consider the abstract optimal control problem

min
y,u

J(y,u) s.t. c(y,u) = 0,

where the relation between the state y and the control u is governed by the equality
constraint c : Y ×U → Z?, which, for example, may be a parabolic PDE on Hilbert
spaces Y,U,Z. Under suitable assumptions, and with y = y(u) the unique solution of
the state equation c(y,u) = 0, we arrive at the reduced formulation

min
u

j(u) := J(y(u),u).

The reduced gradient, required for the optimization, is then given by

j′(u) = Ju(y,u)− cu(y,u)?λ ,
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where the adjoint variable λ fulfills cy(y,u)?λ = Jy(y,u). The notations Jy,Ju, . . . de-
note the partial derivatives with respect to the variables y,u. The adjoint equation is
backwards-in-time, and — depending on the objective functional and the state equa-
tion — the solution of the forward state equation is needed for the adjoint equation, so
the state has to be stored at every timestep.

Of course the storage of simulation results is not only important for optimization,
but also for other post-processing algorithms, visualization, archiving of results, and
more.

Not only the mere storage size is important, with the ever-growing speed of CPUs,
memory access time is more and more becoming a bottleneck for large-scale simulation
and optimization. To reduce the amount of data, compression methods are required to
be able to tackle real-world applications. In this paper, we discuss various techniques to
reduce the memory requirements, both bandwidth and size. An important criterion to
judge the quality of compression methods is the compression factor, which is defined
as the ratio between uncompressed and compressed storage size. Typically — but not
in all cases — a reduction of memory size leads also to a similar reduction of the
required memory bandwidth. Of course when using lossy compression, where parts of
the original information are discarded, the compression factor has to be discussed in
relation with the induced error.

This paper is organized as follows. In Sec. 2, we discuss approaches for general
floating point compression, before we come to methods specialized for optimal control
in Sec. 3. In both sections we mainly focus on the compression of the solution data. In
Sec. 4 we describe an algorithm for the efficient storage of the adaptively refined spatial
grids, and its integration with the lossy compression approach discussed in Sec. 3.2.

2 General floating point compression
In this section, we discuss approaches for general pupose floating point compression,
both lossless and lossy.

2.1 Lossless methods
For lossless methods, the sole criterion for comparison of different approaches is the
compression factor. The comparison depends on the test data sets used, which differ in
the literature. Nevertheless, the reported compression ratios are good indicators for the
quality and applicability of the algorithms to our problem at hand.

FPC. In [8], Burtscher and Ratanaworabhan present the lossless, single-pass, linear-
time compression algorithm FPC. It aims at compressing floating-point data with un-
known internal structure, with maximizing throughput, i.e. compression speed, as the
main objective. Sequences of double-precision floating-point values are processed by
predicting a value, determining the prediction error by an XOR operation, and com-
pressing the result.

As predictors, fcm [57] and dfcm [17] are used, such that prediction is essentially
a hash-table look-up to determine which value followed the last time a given sequence
of values occurred. If the predicted value is close to the true value, the XOR operation
produces many leading zeros. The number of leading zeros is encoded in a 3-bit value,
which is stored together with a bit specifying the chosen predictor and the remaining
non-zero bytes of the prediction error. The reported compression ratios range between
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1.02 and up to 15.05 (for one special test data set), the geometric mean compression
ratio is 1.2 – 1.9 depending on the size of the look-up table for the predictors.

fpzip. While FPC uses no information about the structure of the data, the algorithm
fpzip by Lindstrom and Isenburg, based on [48], traverses the data in some coherent
order, and uses the Lorenzo predictor [31] to estimate values based on a subset of the
already encoded data. Row-by-row traversal of the data works especially well for data
on structured, cartesian grids. The predicted and true value is mapped from floating-
point to an integer representation. While fpzip is foremost a lossless compression
algorithm, it can be run in a lossy mode. Then, during the mapping stage, the least
significant bits are discarded, reducing the precision to 48, 32 or 16 bits/value, without
control of the quantization error. The integer residual is stored using range coding [49],
a variant of arithmetic coding. Lossless compression ratios of 1.4 – 2.7 for a double
precision test data set are reported in [48], with a average ratio of approximately 1.6.

2.2 Lossy methods
As expected, lossless methods can not reduce the amount of data significantly, due
to many quasi-random least significant bits. To achieve good compression ratios, we
have to resort to lossy compression techniques. Typically, the accuracy is reduced by
quantization of the true values, or of predicted values, which essentially is rounding.
Here, control of the quantization error is of crucial importance.

Comparison criteria for lossy methods are the compression ratio in relation with
the induced error. The different test data sets given in the literature, together with the
different error norms used to report the quantization errors, makes it difficult to give a
quantitative comparison of the algorithms described below.

Adaptive coarsening/sub-sampling. This method, presented in [59, 73], is closely
related to adaptive mesh refinement. Starting from simulation results on some fine,
uniform mesh, the mesh is tentatively coarsened. After reconstructing the solution, grid
points are removed where the data is represented on the coarser mesh with sufficient
accuracy. This procedure is carried out recursively on the new coarser meshes, until
no further coarsening is possible without violating the error bound. The result is an
adaptive mesh representing the data up to a specified accuracy. As no quantization is
used, compression is solely achieved by adaptivity. If the simulations are carried out
using standard adaptive mesh refinement during the solution process, data reduction is
only possible, if the necessary accuracy for solution and post-processing differ, like for
adjoint gradient computation. In [73] the reported compression factors range between
7.44 (3D data) and 25.1 (2D data) for a pointwise relative `∞ error of 10−3.

Graph Decomposition. In a recent work, Iverson, Kamath and Karypis [36] propose
a compression algorithm based on the decomposition of the compuational grid into
so-called ε-bounded sets. The method works on structured and unstructured meshes,
which are modelled via a graph. The nodes of the graph are the grid vertices for which
values are computed. These vertices are partitioned into non-overlapping sets Vi, such
that each set contains only vertices with values differing at most by a specified ε . In
each set Vi, the values are replaced by the mean value of the set, such that the point-
wise absolute error is bounded by ε . If there is local smoothness in the data, this
substitution increases the redundancy of the data, which is afterwards compressed using
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standard lossless compression methods. For a testset consisting of data on structured
and unstructured grids with between 486,015 and 100,663,296 vertices, they report
average compression ratios between 20 and 50 for pointwise relative `∞ errors of orders
10−2 to 10−3.

ISABELA. Lakshminarasimhan et al. [45, 46] propose a method for “In situ Sort-
And-B-spline Error-bounded Lossy Abatement” (ISABELA), specifically designed for
spatio-temporal scientific data that is inherently noisy and random-like. In the spatial
domain, data is sorted from an irregular signal to a smooth monotonous curve. Then
a B-spline is fitted to the sorted data, the difference between data and fitted curve is
quantized and stored, together with the information necessary to invert the sorting pro-
cess. Their experience suggests that the ordering of the sorted data is similar between
adjacent timesteps such that delta-encoding can be used to compress the ordering in-
formation. The accuracy of the reconstruced data is reported by two quantities, the
normalized root mean squared error (NRMSE), and Pearson’s correlation coefficient
defined by

NRMSE =

(
∑i(Di− D̃i)

2
) 1

2

max(D)−min(D)
, ρ =

cov(D, D̃)

σ(D)σ(D̃)
,

where D denotes the original data, D̃ the de-compressed data, and σ the standard de-
viation. In [46] they report compression factors between 3.8 and 5.6 for error bounds
ρ > 0.99 and NRMSE < 0.01 and five different data sets.

FEMZIP. FEMZIP [68, 67] is a commercial tool for the compression of finite el-
ement solutions created by certain FE-programs. After a quantization step with pre-
scribed relative or absolute tolerance, a prediction step follows. In space, a hierarchic
approximation of the FE functions is performed, using coarsening of the computational
grid by algebraic multigrid techniques [68]. In time, prediction based on rigid body
movements is used. As a final step, the approximation residual is compressed using
arithmetic encoding. Compression factors of up to 13.3 are reported [67], but without
quantitative specification of the accuracy.

2.3 Geometry compression
Compression of geometric data is a vital factor in many computer graphics and visu-
alization applications. Here we will briefly discuss techniques developed for the com-
pression of polygonal surface meshes. For a more detailed overview and comparisons
of various schemes we refer to the excellent surveys [3] and [54].

A wealth of compression schemes have been developed for single-rate coding (com-
pressing the whole mesh in a region-growing fashion) as well as progressive coding
(encoding the model from coarse to fine). For triangle meshes, the most prominent
single-rate coders are the Edgebreaker [56] and the method of Touma and Gots-
man [69] which both spawned numerous descendants. In particular, the early-split
coder of Isenburg and Snoeyink [34] and the optimized Edgebreaker encoding of
Szymczak [66] are among the best-performing variants and are able to achieve bit rates
well below the Tutte limit [71] of roughly 3.24 bits per vertex. In addition, many tri-
angle mesh compression schemes have been generalized to polygonal meshes, such as
Martin Isenburg’s method [32] which extends the Touma-Gotsman coder.
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Bits rates can be improved even further by accessing already encoded geometry
data when encoding connectivity and vice versa, hence exploiting the correlation be-
tween connectivity and geometry. Based on this approach, FreeLence [38] is espe-
cially performant in the triangular case, while Angle Analyzer [47] is optimized for
quadrilateral meshes.

Progressive coders follow a different approach: the coder starts from a coarse mesh
and then successively encodes refinement data for finer representations of the model.
This approach allows the application of multiresolution analysis to decorrelate high-
and low-frequency components of the geometry and/or attribute data such as colors
and texture coordinates. Details in the data are thus represented as wavelet-coefficients
which typically feature a smaller entropy than the original representation.

Wavelet transforms have been presented for both (unstructured) hierarchical and
irregular grids. The latter group employs mesh coarsening methods that progressively
remove vertices causing the smallest distortion. Prominent coders in this category are
[33, 2, 74]. The best results for geometry compression however have been achieved
for hierarchical meshes where efficient wavelet transforms have been derived based on
the notion of subdivison. The best known scheme in this group is the progressive ge-
ometry compression (PGC) codec by Khodakovsky et al. [42] adapting the established
zerotree coding scheme [61] from image compression. Numerous variants have been
proposed extending PGC to different types of meshes [41], resolution scalability[4]
and efficient embedded quantization [53]. Using context-based entropy coding to ac-
count for intraband correlations of the wavelet coefficients, Denis et al. [13] and von
Tycowicz et al. [72] are able to further improve the compression performance. In addi-
tion, [72] incorporates strategies to encode adaptively refined hierarchies independent
from the geometry or attribute data which we utilize in our coding technique presented
in Sec. 4.

In the field of geometry compression the accuracy is typically measured in terms
of the root mean square error as reported by METRO [10] which is based on a point-
to-surface distance and thus neglects tangential errors. For an accuracy of orders 10−4

to 10−5 w.r.t. the bounding box diameter, FreeLence reports average compression
factors of 21 for irregular triangle meshes whereas [72] achieves average factors of 29
and 122 for adaptive and uniform hierarchical grids, respectively.

3 Specialized methods for optimization with differen-
tial equations

In the remainder of this paper, we focus on methods tailored to the needs of optimal
control problems governed by time-dependent differential equations.

3.1 Checkpointing
So-called “checkpointing methods” are a tool for the computation of the reduced gradi-
ent using the adjoint equation. Instead of keeping track of the whole forward trajectory,
only the solution at some intermediate time steps is stored. During the integration of
the adjoint equation, the required states are re-computed starting from the snapshots.
Typically for the analysis of checkpointing methods, it is assumed that each checkpoint
has the same size, such that fixed spatial grids are considered.
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3.1.1 Fixed timesteps

During the forward simulation, the algorithm has to decide when to create a checkpoint.
In the simplest setting, the temporal mesh is fixed as well as the spatial grid, and the
checkpoint distribution can be computed beforehand (“offline checkpointing”). In the
following we denote by c the total number of checkpoints, and by nt the total number
of timesteps of the time discretization.

One obvious strategy would be a to place checkpoints uniformly over the time in-
terval, a technique also known as windowing, e.g. [6]. Recursive application of this
strategy to each group of timesteps between two checkpoints results in a multilevel
checkpointing strategy [6, 23]. Both techniques do not yield optimal distributions,
i.e. distributions leading to a minimal amount of re-computations. Binomial check-
pointing [21, 22] is based on the fact that the maximal number of timesteps β (c,r) that
can be reversed fulfills

β (c,r) =
(

c+ r
c

)
,

when c checkpoints and at most r re-computations of each timestep are allowed. Via
dynamic programming one can evaluate the minimal extra number of forward steps
t(nt ,c) necessary to compute the adjoint using c checkpoints as

t(nt ,c) = rnt −β (c+1,r−1),

where r is the unique integer satisfying β (c,r−1)< nt ≤ β (c+1,r−1), see e.g. [22,
23]. An implementation called revolve by Griewank and Walther [22] is available.

The achieved compression factor for storage space is given by nt/c. However,
due multiple read- and write-accesses of checkpoints during the re-computations for
the adjoint equation, the reduction in memory bandwidth is significantly smaller. An
evaluation of the number of times a snapshot is written or read can be found in [63].
There Stumm and Walther analyse a multistage approach, where some checkpoints
are kept in RAM, others written to a hard disk or tape. Evaluating the write counts
for instance for nt = 1000 timesteps, and c = 50 checkpoints, i.e. compression factor
20, shows that only about 5% reduction of memory bandwidth is achieved for these
parameters [78]. In this example we get r = 2, and the computational overhead amounts
to 1,948 additional forward steps.

Here, we assumed that each timestep has the same computational cost; in case of
non-uniform timestep cost, optimal checkpoint distributions can be evaluated in O(cn2

t )
if the timestep costs are known a priori [76], or generated using heuristics [62].

3.1.2 Adaptive timesteps

If the number of time steps is not known beforehand, the optimal checkpoint distri-
bution can not be computed. Thus in practical applications, the user has to resort to
“online” placement of checkpoints during the state integration

An extension of the revolve algorithm, named a-revolve, is proposed in [29, 62],
and applied to optimal control of the Navier-Stokes equations. There, a heuristic strat-
egy to overwrite the contents of a previously recorded checkpoint is developed, based
on estimates of the computational cost for the current and the updated snapshot distri-
bution. While the resulting scheme is not proven to be optimal, numerical experiments
indicate that the generated checkpoint distribution is close to the corresponding offline
one.
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Other work on online checkpointing was started in [27], with extensions and the-
oretical foundations in [64]. The approach presented there is proven to be optimal in
terms of re-computations for repetition number r = 2 and nt ≤ β (c,2). For r = 3 and
β (c,2) < nt ≤ β (c,3) optimal checkpoint distributions can not be computed, but for
a wide range of timesteps nt , the resulting algorithm is close to optimal. The method
works by continuously overwriting certain previously set checkpoints, until the end of
the state integration. For re-computations during the adjoint integration, intermediate
snapshots are stored using optimal offline checkpointing.

A different strategy for choosing which checkpoints to replace is devised in [77].
Although their algorithm, called dynamic checkpointing, works for an arbitrary number
of timesteps nt , the resulting distribution has just an optimal repetition number r, but is
not optimal in terms of the total number of re-computations.

For all three methods the reduction in memory bandwidth is drastically smaller than
the reduction in storage space. In fact, due to the frequent overwriting of snapshots, it
is questionable if a reduction of bandwidth can be achieved at all.

3.1.3 Discussion

Checkpointing is a compression method, which originally was developed for computa-
tion of gradients via the reverse mode of automatic differentiation, where a large num-
ber of arithmetic operations has to be reversed. In that context, two features are par-
ticularly important: checkpointing is lossless, and the additional computational work
grows slowly for an increasing number of timesteps [23]. For optimization with time-
dependent differential equations as constraints, the second property is not as important,
as the number of timesteps is typically small compared to the number of arithmetic op-
erations in automatic differentiation. The additional work — for typical settings two
up to four additional solves of the state equation — carries more weight. Also, in terms
of data transferred, only a small reduction of bandwidth can be achieved, in particular
with online checkpointing.

When using second order optimization methods, like Newton-CG, the state trajec-
tory is needed in each CG iteration to evaluate Hessian-times-vector products, leading
to higher computational work, as typically checkpoints are overwritten during adjoint
integration, and thus their original information is lost for the subsequent CG iterations
and has to be re-computed as well.

For non-uniform timestep cost which is not known a-priori, checkpoint distribu-
tions have to be chosen heuristically. With adaptive mesh refinement, also the sizes of
the snapshots are unknown a priori. For this case, no optimal checkpoint distributions
are known, not even heuristics.

3.2 Lossy compression
Checkpointing methods pay for the storage reduction with an increase in runtime, but
reconstruct the solution data exactly. However, due to discretization of the state equa-
tion by finite elements, quadrature, and iterative solution of the resulting linear equation
systems, the solution is inherently inexact. Thus a trade-off between storage demand
and accuracy is natural.
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3.2.1 Point-wise error bounds

In [78] we propose using the general principle of transform coding for the compression
of finite element solution trajectories. It consists of a prediction step, quantization,
and entropy coding of the prediction errors, see Fig. 1. To fix the setting we consider
spatial discretization by a nested family T0 ⊂ ·· · ⊂ Tl of simplicial triangulations,
constructed from an initial triangulation T0 of a polygonal domain Ω⊂ Rd . This grid
hierarchy can be created either by uniform or adaptive refinement. The set of vertices
on level j is denoted by N j. The time grid for the time interval [0,T ] is given by
0 = t0 < · · · < t f = T . For brevity, we restrict the attention to piecewise linear finite
elements.

Encoder

yi

transform

Φ : Rn → Rn

y 7→ z

quantization

Qδ : Rn → Zn

z 7→ ξ

entropy coding

c : Zn → {0, 1}Nc

ξ 7→ b

bitstream storage

decoding

c−1:{0, 1}Nc → Zn

b 7→ ξ

dequantization

Q†δ : Zn → Rn

ξ 7→ ẑ

inverse transform

Φ−1 : Rn → Rn

ẑ 7→ ŷ

ŷi

Decoder

Figure 1: Principle of transform coding.

Quantization. For a given accuracy δ > 0 we define the quantization Qδ : R→ Z as

Qδ (y) :=
⌊

y+δ

2δ

⌋
,

the reconstruction Q†
δ

: Z→ R then is given by Q†
δ
(ξ ) := 2δξ . This guarantees the

quantization error bound
|y−Q†

δ
(Qδ (y))| ≤ δ .

This implies an `∞ error bound of δ on the coefficient vector, and hence an L∞ bound
on the FE function.

Prediction in space. Values yk of coarse level vertices are quantized directly to ξk =
Qδ (yk), yielding a reconstructed value ŷk := Q†

δ
(ξk). For new vertices xk ∈N j\N j−1
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on level j > 0, we make use of the grid hierarchy and quantize and store only the
deviation of yk from a prediction Pk(ŷl : l ∈ N j−1) obtained from reconstructed val-
ues ŷl of lower level vertices. There are several algorithmic choices for the predictor.
One possibility is a change of basis from the nodal basis to the hierarchic basis [79].
This is easily implemented, as it essentially is the application of prolongation matrices
between grid levels, which is easily accessible in most FE codes.

A priori estimates for the compression factors were derived in [78]. To achieve
L∞-interpolation error accuracy for the reconstructed FE function, 2.9 bits/vertex in 2D
and 2.5 bits/vertex in 3D are sufficient. This amounts to compression factors of 22.1
and 25.6, respectively, compared to storing double precision floating point values at 64
bits/vertex.

Prediction in time. Additionally temporal correlations can be used to further re-
duce the entropy of the data. If gradient based methods like steepest-descent or quasi-
Newton methods are used, the state solution is only accessed backwards in time, and
no random access is required. We thus can use delta-encoding, and store for a timestep
tn < T only the difference

ξ
∆
k (tn) =

{
ξk(tn)−ξk(tn+1), k ∈

(
N j(tn)\N j−1(tn)

)
∩
(
N j(tn+1)\N j−1(tn)

)
ξk(tn), otherwise

.

At final time T ,
ξ

∆
k (t f ) = ξk(t f ) ∀k ∈N j(t f )\N j−1(t f ).

Delta-encoding the quantized coefficients avoids error accumulation. Of course higher
order prediction can be used instead of the constant predictor described above, at the
expense of keeping more timesteps in RAM.

Entropy coding. The quantized and possibly delta-encoded coefficients ξ ∆
k are writ-

ten to disk using range coding [49]. They are encoded with variable-size symbols,
where fewer bits are assigned to the more frequent coefficients.

More details and numerical examples can be found in [78].

3.2.2 Adaptive error control

A crucial algorithmic choice is the quantization tolerance δ . To choose the error
bound as large as possible without impeding the convergence of the optimization algo-
rithm, we need to estimate the induced error in the reduced gradient j′(u) = Ju(y,u)−
cu(y,u)?λ . Typically, Ju and cu are independent of y, such that the error is determined
by the error of the adjoint. If additionally cy does not depend on the state, e.g. for linear
equations, the error in the adjoint eλ satisfies the equation cy(y,u)?eλ = −Jyy(y,u)εy,
where εy denotes the error in the reconstructed state solution. For nonlinear equations,
the error additionally depends on cyy(y,u)εy and the solution of the adjoint equation
with inexact data. Computationally available estimates of the gradient error can be
used to determine the quantization tolerance according to the progress of the optimiza-
tion procedure. A detailed discussion can be found in [19].

For second order methods, errors in the reduced Hessian have to be considered as
well. A derivation of error estimates and the influence on a Newton-CG method can be
found in [18] specialized to the application in optimal control of cardiac defibrillation,
and more general in [19].
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3.2.3 H−1 error bounds

While bounding the pointwise `∞ error in the coefficients of the reconstructed FE so-
lution trajectory is easily implemented and yields good compression factors, consid-
ering other error measures is reasonable in the optimal control setting. In particular,
the reconstructed solution enters into the right-hand side of the adjoint equation. Due
to smoothing properties of parabolic equations, a quantization error with high spatial
frequency is preferable, such that the H−1-norm is more appropriate.

Controlling the H−1 error can be achieved by using a wavelet transform to represent
the finite element solution y(x, tn) at some fixed timestep tn as

y(x, tn) = ∑
k∈N0

y0,kφ0,k(x)+
l−1

∑
j=0

∑
m∈N j+1\N j

z j,mψ j,m(x).

For this we assume again a level partitioning of the grid vertices N = N0 ∪ ·· · ∪Nl ,
and denote by the subscript j,k values belonging to vertex k on grid level j. We use the
abbreviations n( j,k) = {m ∈N j+1 \N j | m is a child of k} and N( j,m) = {k ∈N j |
k is a parent of m}. Here, a vertex m ∈N j+1 is a child of k ∈N j, if m was created by
splitting an edge [k, l]. The scaling functions φ j,k satisfy the refinement relation

φ j,k = φ j+1,k + ∑
m∈n( j,k)

1
2

φ j+1,m,

the wavelets are of the form

ψ j,m = φ j+1,m− ∑
k∈N( j,m)

s j,k,mφ j,k.

The lifting coefficients s j,k,m are determined to impose vanishing moments on the
wavelets, see e.g. [65, 9]. In particular, one vanishing moment is easily obtained on
unstructured grids if the mass matrix is available.

The modified coarse grid values y0,k and wavelet coefficients z j,m are computed
using the fast wavelet transform with lifting [58, 65], for grid levels l−1, . . . ,0:

z j,m = y j+1,m−
1
2 ∑

k∈N( j,m)

y j,k ∀m ∈N j+1 \N j

y j,k = y j+1,k + ∑
m∈n( j,k)

s j,k,mz j,m ∀k ∈N j.

Norm equivalences, e.g. [12], suggest that the error bound ‖y− ŷ‖H−1 < ε holds,
if the wavelet coefficients z j,k are quantized using a level-dependent tolerance δ j ∼
2 j(d/2+1)ε .

To compare a first, simple implementation of this approach with the hierarchical
basis (HB) prediction of Sec. 3.2.1, we use the three functions

f1(x) = sin(12(x0−0.5)(x1−0.5)), x ∈ [0,1]2

f2(x) = sin(50(x0−0.5)(x1−0.5)), x ∈ [0,1]2

f3(x) = ‖x‖2 + sin(12(x0−0.5)(x1−0.5)), x ∈ [0,1]3.

For the HB approach, quantization tolerances were chosen to achieve L∞-interpolation
error accuracy. For the wavelet approach the tolerance was set to achieve the same
H−1 error as the corresponding HB result. The resulting compression factors shown in
Fig. 2 indicate that on average a wavelet approach might indeed give better compression
factors when H−1 reconstruction errors are used..
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Figure 2: Compression factors for hierachical basis prediction/point-wise error bounds
(HB) and wavelet-based compression (WLT), for three test functions and different
mesh sizes.

3.2.4 Discussion

The lossy compression technique sketched in this section offers significant reduction of
storage space as well as memory bandwidth, as only the compressed data is transferred
to storage media. The computational cost of the basic method is negligible: Quan-
tization, delta-encoding in time, and entropy coding consist only of cheap elementary
arithmetic operations; in space, the prediction step amounts to the computation of prod-
ucts between prolongation matrices and FE coefficient vectors. Prolongation matrices
are often available from multigrid preconditioners, or can otherwise be computed in-
expensive on the fly.

As a downside, information is discarded in the quantization step, and the FE solu-
tion can not be reconstructed exactly. If used in optimal control of differential equa-
tions, adaptive control of the quantization error ensures that the inexactness has no
influence on the convergence of the optimization. For other post-processing tasks, like
data analysis or visualization, the error norms and tolerances can be chosen according
to the particular needs of the application, offering a flexible way to balance data size
and accuracy.

3.3 Other techniques
In this section we briefly discuss two techniques for the solution of optimal control
problems, with memory reduction as a side effect.

3.3.1 Model reduction

Model reduction techniques focus mainly on the reduction of computational complex-
ity via approximation of large-scale problems by smaller ones. First developed for
handling parameter-dependent differential equations, in the last years this algorithm
class is applied to optimal control and inverse problems as well. One popular method
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for the construction of reduced models is proper orthogonal decomposition (POD).
There, a basis is computed from the solution of the state equation at a number of given
timesteps. For many problems, only few basis vectors are necessary to get sufficiently
accurate approximations. A detailed analysis of POD methods for parabolic PDEs can
be found in [43], see e.g. [30] for the use of POD in optimal control. In terms of mem-
ory requirements, only the snapshots of the solution of the large-scale problem need to
be stored.

Due to the reduced-order model, only sub-optimal controls can be computed. To
judge the quality of the approximate solution, a-posteriori error estimators were devel-
oped. In [70], such an estimator is derived for the linear-quadratic case, and extended
to semilinear equations in [40]. For the evaluation of the error estimate, state and ad-
joint solutions of the full problem are needed, posing the same requirements for storage
space as the original large-scale problem. A different technique is suggested in [37]:
they use the full model to compute the gradient and only use reduced models to find
a suitable steplength for the control update. Again, no reduction in memory size is
achieved. While both methods reduce memory bandwidth, a combination with lossy
trajectory compression for evaluation of error estimators or gradient computation ap-
pears attractive.

3.3.2 Multiple shooting

Multiple shooting is a well established method for the solution of ODE boundary value
problems. The time interval [0,T ] is decomposed in a number of sub-intervals, with
auxiliary variables for the interfaces ensuring continuity of the solution. The resulting
cyclic, nonlinear system of equations is typically solved using Newton’s method. De-
tails and a short overview of the history of shooting methods can be found in [14], for
instance. In the last years, this principle was applied to solve optimal control problems
governed by time-dependent partial differential equations, e.g. [24, 11, 25, 26]. The
decomposition of the time domain leads to optimization problems on the sub-intervals,
where locally state and adjoint are implicit functions of the control and the auxiliary
variables [11]. Sequential solution of the local problems leads to a storage reduction,
as only the trajectory on the respective sub-interval is needed. The coupling of the sub-
problems via the auxiliary variables (“matching conditions”) avoids the disadvantage
of moving horizon techniques, where only sub-optimal controls can be computed (see
e.g. [35]). Combination with adaptive mesh refinement is discussed e.g. in [25, 26],
where a dual weighted residual (DWR) method [7] is used for error estimation.

Although the resulting algorithms are easily parallelizable due to the splitting in
local sub-problems, significant storage reduction is only achieved in sequential com-
putations, or if the number of sub-intervals is considerably larger than the number of
CPUs. Each CPU then has to provide storage only for the currently processed local
problem, plus additional storage for the auxiliary variables. Again, a combination with
lossy trajectory storage is an attractive possibility.

4 Compression of hierarchical, unstructured grids
For problems with spatially local solution features, it is beneficial to use adaptively
refined spatial meshes to reduce the computational cost and memory demand of simu-
lation and optimization. As a downside, in the context of trajectory storage discussed
here, this incurs the need to store the mesh together with the trajectory data. For apply-
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ing our lossy compression approach, we even need the complete hierarchy, not just the
leaf level. In this section we discuss an efficient algorithm for mesh storage [39, 72], as
well as the integration of this method with the lossy compression approach described
above.

4.1 Connectivity compression
Numerous strategies for the adaptive refinement of grids have been presented in the
literature. Exploiting the particular structure inherent to a given strategy is paramount
in the construction of an efficient compression scheme. Here we present a method that
is tailored to hierarchies based on split operations for which the resulting grid is inde-
pendent of the order in which the operations are applied. In particular, we confine our
attention to the well-known and established red–green refinement [5] on 2-dimensional
grids. However, the ideas presented here can also be adapted to refinement schemes
for 3-dimensional grids and/or other types of elements. For example, [72] additionally
provides results for quadrilateral hierarchies.

Typically, the root grid is described by a small, carefully laid out mesh that can be
compressed well using single-rate coders. Explicitly, our implementation uses Free-
Lence [38] to losslessly encode the triangular base mesh. Starting from the root grid,
it is sufficient to encode which elements (including those on finer levels) have been
refined to reconstruct the adaptive hierarchy. Thus, the hierarchy can be represented
as a forest where each node corresponds to an element in the grid and the parent-child
relation reflects which triangles resulted through refinement of a particular coarse one.

We convert this representation into a bit stream by traversing the forest breadth-
first and writing true only if the node has children, i.e., was refined. If a geometric
criterion is used to resolve non-conforming situations between elements of differing
refinement grade, we can uniquely determine the connectivity of the grid from the
root grid together with the bit stream. However, if the conformization is determined
exclusively by local indexing, additional symbols have to be coded whenever there is
freedom of choice, e.g. a coarse triangle with two refined neighbors (see Fig. 3 middle).
We entropy code these symbols, but found that they where virtually incompressible
without knowing the exact implementation of the grid manager.

Figure 3: Red-green conformizations of non-conforming configurations due to adaptive
refinement.

Before compressing the bit stream we remove nodes whose state can be implicitly
reconstructed. In particular, no symbols are written in the following cases:

1-Regularity In balanced grids, neighboring triangles must not differ in more than one
level of refinement to ensure a certain level of shape regularity. Thus, elements
adjacent to coarse green triangles cannot be refined and can therefore be culled
from the bit stream.
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Stream Truncation Due to breadth-first traversal, nodes at the finest level are visited
last. The corresponding false symbols can be left from the stream since they
cause no further refinements. In fact, we discard all trailing false entries.

Uniform Refinement We store a separate byte that encodes the degree of uniform
refinement, allowing the coder to skip all nodes on coarser levels.

Overall, for the test set of adaptive hierarchies used in [72], the above steps allow to
nearly halve the number of bits in the binary representation, without even looking at
the characteristics of the particular input grid. However, grids do show certain charac-
teristics in practice and we use context groups as a simple measure to account for the
conditional entropy (see [60]) of the bit stream. Just like two adjacent pixels in a dig-
ital photograph are likely to be similar, the refinement grades in hierarchical meshes
typically tend to be locally similar. We call two nodes within one level of the hier-
archy adjacent, if their corresponding triangles share an edge. This notion of locality
allows us to define the context of a node based on the refinement status of its neighbors.
Naturally, we may only assume knowledge of neighbors whose status is also available
during decoding. Thus, we define the context of a node by the number of refined, not
refined, and unknown neighbors. The latter category is made up of nodes whose sta-
tus can not be implied and have not been traversed so far. We write (x,y,z) to denote
the context with x refined, y not refined, and z unknown adjacent triangles. The sym-
bols of different context groups are kept in separate arrays, which are entropy coded
independently. With arithmetic coding, each context group will then compress to its
conditional entropy in the limit, allowing us to exploit the correlation in the refinement
status of adjacent triangles.

However, the mutual information inherent to each context group varies drastically.
For example, context (0,0,3) with all neighbors unknown is virtually incompressible as
no advantage can be taken of mutual information. The same holds for context groups
where the extra information is rather ambiguous, for example (1,1,1), (1,2,0), and
(2,1,0). At the contrary, the other context groups perform very well in the experiments.
These observations motivate an optimization of the traversal scheme used within each
level since the iteration of nodes can be arbitrary as long as encoder and decoder agree
on a common one. Instead of iterating each node using a standard breadth-first in-order
traversal of the forest, we determine an ordering that attempts to maximize the mutual
information. The idea is to prioritize each node by the entropy of its current context.
Learning these entropies, however, is expensive in terms of compression performance
as well as computational cost. As shown in [72], this approach typically leads to a fixed
prioritization of context groups once the learning phase is settled. Therefore, the effects
of the learning process of the contexts’ entropies can be remedied by using fixed prior-
ities. Explicitly, context groups are assigned higher priorities with decreasing number
of unknown neighbors, where ties are resolved by prioritizing contexts with a higher
number of known refined neighbors. While the (culled) binary representation of the
hierarchy is almost incompressible when entropy coded directly, the proposed context
groups together with the improved traversal reduced the code length by more than 50%
for the test data in [72].

Furthermore, the proposed context-based coding can easily be extended to time-
varying series. When coding the status of a node in a sequence of frames we can extend
the context groups to account for its status in a previous frame. The previous state of a
node can either be refined, not refined, or it did not exist, hence we triple each context.
If the refinements between frames does not vary much, the contexts corresponding
to previously refined nodes will mainly comprise true symbols whereas the other
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contexts will primarily contain false. Therefore, grids which equal their preceding
frame can be stored at no cost (except for a small overhead due to the increased number
of context groups). On the contrary, if there is no correlation between the frames, the
compression will be as good as in the static case since the entropy of the individual
context groups can not increase.

4.2 Numerical example
The lossy compression method discussed in Sec. 3.2 is implemented in the C++ finite
element toolbox Kaskade 7 [20]. An implementation of the algorithm for connec-
tivity compression is available in JavaView [1], a toolkit for mathematical geometry
processing and visualization. Both packages have been combined using the Java Native
Interface to allow a fully adaptive solution of optimal control problems with compres-
sion of both meshes and solution data.

As an illustrative example we use an optimal control problem for the monodomain
equations describing the electrical activity in the heart (see e.g. [51, 44]) on a simple 2D
unit square domain Ω = (0,1)2. As membran model, we use the Rogers-McCulloch
variant of the Fitzhugh-Nagumo model [55]. The state equations for the transmem-
brane voltage v and the gating variable w are given by

vt = ∇ ·σ∇v−gv
(
1− v

vth

)(
1− v

vp

)
+η1vw+χΩcu(t)

wt = η2
( v

vp
−η3w

)
,

together with homogeneous Neumann boundary conditions, and initial values

v(x,0) =

{
101.0 in Ωexi

0 otherwise

w(x,0) = 0 in Ω.

Here, Ωexi is a circle with radius 0.04 and midpoint (0.5,0.5). The state variable is
y = (v,w); σ : R2→ R2×2 and g,ηi,vp,vth ∈ R+ are given parameters. For details, see
e.g. [50]. The control u is spatially constant on the control domain Ωc = [0.37,0.4]×
[0.45,0.55]∪ [0.6,0.63]× [0.45,0.55]. The objective is to dampen out the excitation
wave front induced by the initial values,

J(y,u) =
1
2
‖v‖2

L2(Ωobs×(0,T ))+
α

2
‖u‖2

L2(0,T )→min,

where Ωobs = Ω \
(
[0.35,0.42]× [0.43,0.57] ∪ [0.58,0.65]× [0.43,0.57]

)
, and α =

3× 10−6. Optimality conditions and more details can be found in [18]. We use ad-
joint gradient computation and the BFGS-Quasi-Newton method [52] for optimization.
Spatial adaptivity is performed individually for state and adjoint using the hierarchical
DLY error estimator [15]. For time stepping, a linearly implicit extrapolated Euler
method [16] is used, with fixed timestep sizes for ease of implementation.

First, we consider just one iteration, i.e. one state and adjoint solve, on the time
interval [0,6] with timestep size 0.04. In space, we restrict the number of vertices to be
less then 60,000. We choose a fixed quantization tolerance δ = 10−2, yielding a rela-
tive absolute error bound of 10−4 for v. In Fig. 4 we show the v component of the state
variable at selected times. Compression factors for the state values, and the number
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of bits/vertex necessary for connectivity encoding is shown in Fig. 5. Using delta-
encoding in time more than doubles the achieved overall compression factor for the
state values. The bits/vertex for connectivity encoding are reduced to 66% compared
to compressing each timestep separately. Detailed CPU times are shown in Table 1.

Figure 4: Uncontrolled solution v at 1ms, 3ms and 6ms. The adaptively refined meshes
have 37,344, 41,729 and 38,346 vertices.
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Figure 5: Compression factor of the state values using lossy compression with
δ = 10−2 compared to double precision floating point values at 64 bits/vertex (left),
bits/vertex for connectivity encoding (right), both with and without delta-encoding be-
tween timesteps.

state values grid

solve setup encode decode encode decode transfer

state 3026.2 31.4 11.3 – 90.6 – –
adjoint 1473.1 31.4 – 3.7 – 59.3 183.6

Table 1: CPU times (in seconds) for one state and adjoint solve, averaged over 5 test
runs. Times are measured without delta-encoding of trajectory and mesh.

solve consists of time for assembly, adaptivity, and solution of the linear systems us-
ing BiCGStab [75] with an ILU preconditioner. For state value compression, during
setup, the prolongation matrices required for the spatial prediction are generated, which
is more expensive than the actual encoding and decoding. The overall computational
overhead for state value compression amounts to 1.4% in the state equation, and 2.4%
in the adjoint. Encoding and decoding the mesh take up 3% and 4% in state and ad-
joint, respectively. As state and adjoint equations are solved on independently adapted
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grids, the de-compressed state trajectory has to be interpolated on the adjoint mesh (last
column in Table 1) which takes up 12.5% CPU time of an adjoint solve; this overhead
occurs also if the trajectory is stored uncompressed. In our current preliminary im-
plementation, we have to re-create the mesh hierarchy in the Java code for encoding,
and in the C++ code after decoding. Additionally, as different data structures are used
in the two combined software toolboxes, re-assignement of the degrees of freedom is
necessary after the encoding step. This significant overhead is not included in the CPU
times reported here, as it can be avoided by improving the implementation.

Second, the complete optimization is performed on the time interval [0,4], with
timestep size 0.04, and a restriction to at most 25,000 vertices in space. Fig. 6 shows
the progress of the optimization method. For trajectory compression, different fixed
quantization tolerances were used. We estimate the spatial discretization error in the
reduced gradient by using a solution on a finer mesh as a reference. Clearly, lossy
compression has no influence on the optimization progress, up to discretization error
accuracy.
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Figure 6: Optimization progress for different quantization tolerances for the state tra-
jectory. No delta-encoding between timesteps was used.

5 Conclusion
To reduce the memory requirements of scientific data, essentially two classes of algo-
rithms are available: Methods like checkpointing, which reduce storage space at the
cost of computation time, and lossy compression techniques, where the trade-off is
between memory requirements and accuracy. While general purpose floating point
compression methods can be used for many different applications, good compres-
sion results can only achieved with structure-exploiting techniques, like checkpointing,
FEMZIP, or our lossy compression approach.

Optimal control problems pose specific requirements for accuracy, which can be
satisfied using quantitative error estimates to choose suitable quantization tolerances.
The combination of lossy state vakzes compression and compressed storage of adap-
tively refined meshes yields significant reduction of storage space and memory band-
width, at small computational cost.
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